
Sensors Marginalization and
Multidimensional Classification for Affective

States Recognition
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Abstract
Recognizing the affective state that a person is experiencing represents a challenge for com-
puter systems. Some models have been combining information from different sources to
mimic how humans simultaneously analyze information from different sensory channels to
discern how someone feels. Face expression, body posture, hand gesticulations, and voice
tone are external stimuli used to try to estimate the individual’s affective state; however
there are also sensors that can measure internal physiological reactions that provide more
accurate information about the person’s affective state; but these sensors are not always
available. In machine learning at training phase, all sensors can be used and then at testing
or using phase, some of the sensors could be marginalized or set aside. This is the idea under
the learning approach using privileged information, but in this case, any of the sensors can
be considered privileged information. Additionally, the dependency relationships among af-
fective states can be exploit to enhance the recognition. We hypothesized that a multimodal
computational model based on probabilistic graphical models, that allows sensors marginal-
ization and that takes advantage of affective states dependency relationships, can achieve
better affective states automatic recognition, having the flexibility of leaving aside any of
the sensors in the everyday use of the model. In this work, the developing and validation of a
multimodal computational model is proposed for automatic recognition of affective states in
the field of interaction with computer games. This model must have the capacity of sensors
marginalization and must exploit the dependencies among affective states through multi-
dimensional classification. Identifying the player’s affective state can subsequently help to
adjust the game to specific needs, with the possibility of applications in virtual environ-
ments of rehabilitation and education. The problem is tackled by exploring models with a
fusion architecture at decision level using Semi-Näıve Bayesian classifier and/or Bayesian
networks, and then using the chaining of such models to make the multidimensional classi-
fication, through Bayesian chains classifiers approach. Preliminary experiments reveal the
feasibility of the multidimensional computational model to improve the recognition and the
marginalization proposal to obtain better results than those obtained with only the available
sensors. These models and the algorithms that emerge from it, will represent contributions
for affective computing and for computational learning, because of the sensors marginal-
ization and because of the multi-classification that takes advantage of the dependencies of
the affective states, at two levels: sensors level and/or classes level. The new models could
favour intelligent and empathic human computer interactions.

keywords: affective computing, multimodal systems, marginalization, dependency
among affective states, multidimensional classification, probabilistic graphical models.
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Chapter 1

Introduction
In communication between human beings not only the verbal message is transmitted, but
also the emotional message of the persons at the moment of communication. The brain an-
alyzes and decodes stimuli from different simultaneous sensory channels, from sources such
as facial expression, body posture, hand gesture and/or voice tone; in order to estimate the
affective states of the interlocutor. Researchers in affective computing work on the auto-
matic recognition of the user’s affective states, by analyzing his/her external behaviour and
their physiological records, so the computer can respond accordingly, to promote empathic
and intelligent environments that improve human - computer interaction.

1.1 Motivation and justification

Among the challenges reported in affective computing (Picard, 2003; Pantic et al., 2007;
Gunes et al., 2008; Zeng et al., 2009; Cernea and Kerren, 2015) for the automatic recognition
of emotions are:

1.- The uncertainty around the detection of affective states. Recognition of affective states
involves uncertainty inherent in subjective human perceptions both in the process of
acquiring the data and in the process of interpreting them. On the other hand affective
states are subjective in nature and are variable and influenced by human attributes
such as personality, individual’s maturity and cultural aspects.

2.- Solutions for detecting affective states should be multimodal. Multimodal in this con-
text means having more than one type of information (having more than one mode,
more than one sensor) for the recognition of affective states, for example, facial expres-
sions, physiological signals, body posture, tone of voice, etc. The human interaction,
by default, is multimodal. Humans analyze signals from different sensory channels to
increase confidence in recognition.

3.- Context should be considered. Aspects such as the geographical location, task(s) that
the user is involved, person(s) who the user is interacting with, his/her behaviour in
certain situations, etc., can give information about the origin of affective states as
triggering factors.

4.- The automatic recognition systems should be feasible to be used in everyday life.

Therefore, it is convenient to propose computational models that consider the associated
uncertainty, that incorporate information from different sensors, that identify contextual
aspects such as personality and gender of the individual and that it could be used in everyday
environments maintaining a good classification performance.

Constructing affective computing multimodal systems that could be used in everyday
life, can present some difficulties, if the system includes some sensors for measuring physi-
ological signal. This kind of sensors, e.g., an EEG diadem or EEG cap, the ones for EOG,

[1]



2 1. Introduction

EMG, ECG, GSR, RSP, TEMP and PLET 1, can be obstructive for the free movement of
the user, and some of them can be expensive. However, these physiological signal sensors
are more reliable in identifying affective states by taking measurements of the activity of
the central and autonomic nervous system (Ekman et al., 1983; Chanel et al., 2011).

Researching in computational models that use information only during training phase
and then this information is no longer available during testing or using phase, involves
the study of existing classifiers and the creation of mechanisms that allow information
marginalization, without deeply degrade the performance of the system. In probability the-
ory the concept of marginalization is used when we have a joint probability distribution
P (X1, X2, · · · , Xn) and we want to calculate the marginal distribution of a variable or
a subset of them, to obtain an expression or value, where the rest of the variables are
marginalized, i.e., they are not present any more. For example, let’s suppose we have three
random variables: X, Y and Z and their joint probability distribution is P (X,Y, Z), then
we want to obtain the joint marginal distribution of X and Y , P (X,Y ) =

∑
Z P (X,Y, Z)

is calculated and the variable Z is not longer present in the result of P (X,Y ), i.e., Z has
been marginalized. Marginalization approach can be used to reduce the need of some sen-
sors, consisting in setting as absent any sensor(s) and using the others, and the information
previously learned from the absent sensor(s), to obtain as much information as possible to
attenuate the loss that the system can suffer at the classification stage. One alternative for
marginalization is the paradigm of learning using privileged information (LUPI) which was
first introduced by Vladimir Vapnik and Akshay Vashist Vapnik and Vashist (2009) in 2009,
and they proposed some solutions by means of the support vector machine (SVM) classifier.
For this learning paradigm some information is indicated as privileged information which
it is only available at training stage. The potential of this paradigm can be considered for
its possibility to register several sensors as privileged information during the training phase
(their information are not easily available during the testing phase).

Another element that can contribute to the robustness of the automatic recognition of
affective states is that computational models can take into account the dependency relation-
ships among the affective states of interest. Considering co-ocurrent and mutually exclusive
relationships among the affective states may improve the discriminative mechanisms for
detecting the affective states occurrence (Wang et al., 2015c,b).

The idea of systems that involve sensors marginalization has social impact because peo-
ple of limited resources could access these systems, and use them in more conventional
places, e.g. at home. People could used affective video games which adapt to the user’s par-
ticular needs, according to his/her affective states (one of the main objectives of the games
is to provide emotional experiences (Chanel et al., 2011)). This has important implications
in serious games of virtual rehabilitation or education systems, with the idea of promoting
patient or student adherence, to the rehabilitation exercises or to the learning of themes,
respectively.

1EOG: Electrooculography; EMG: Electromyography; ECG: Electrocardiography; GSR: Galvanic Skin
Response; RSP: Respiration; TEMP: Skin temperature and PLET: Plethysmograph.

Computer Sciences Department National Institute of Astrophysics, Optics and Electronics



1.2 Problem 3

1.2 Problem

In interactive systems of affective computing there are two well-differentiated problems: the
recognition of the user’s affective states and the decision-making to respond accordingly.
If several sources of information from the individual (sensory expressions and/or physio-
logical signals) are analyzed during the automatic user’s affective state estimation, a more
robust recognition system could be obtained. Additionally, computational models should
incorporate the dependency relationships of affective states to reach more discriminating
levels among the classes. On the other hand, the user may require to use the system in
places where some sensors can be not available. Consequently, it is necessary to propose
and develop computational models that analyze user’s signals with several sensors while
(s)he interacts, for example, with computer games. At first, information should be recorded
using physiological signal sensors (for EEG, heart rate, etc.), and devices (they can be seen
as sensors) that register external behaviour (facial expressions, hand movement, finger pres-
sure, etc.); afterwards, the models should have the flexibility to allow some of the sensors
to be marginalized (to include the case when a sensor is not available) and to consider the
dependency relations of the affective states (to have greater discriminative capacity). The
marginalization system should embed the sensor’s information when it is present at training
stage and maintain a higher classification level than the obtained by the mere presence of
the other available sensors. The sensor marginalization approach would allow the use of
these systems in environments outside the laboratory.

The problem to address consist in proposing a computational model developed under
the paradigm of learning using privileged information, which allows the marginalization of
sensors and takes advantage of the dependency relations of the affective states involved,
to contribute to the recognition of affective states of people who interact with computer
games.

1.3 Research questions

Under the assumption of people who interact with computer games, which are induced to
experience affective states, and during this process a set of physiological signals and external
behavioural information are recorded by a group of sensors:

1.- What marginalization strategies allow to attenuate the performance disturbance of
classification (accuracy, F-measure and ROC area) of a system when some of the
sensors are removed?

2.- How can be applied the paradigm of learning using privileged information, to make
marginalization, in classification techniques from the area of probabilistic graphical
models?

3.- How can we exploit affective states dependency relationships to improve automatic
affective states recognition in multidimensional classification?

Sensors Marginalization and Multidimensional Classification for Affective States Recognition



4 1. Introduction

1.4 Research hypothesis

A multimodal computational model based on probabilistic graphical models incorporating
sensors marginalization strategies produces better affective states recognition performances
(accuracy, F-measure and ROC area) than models which totally ignore and do not use any
information (at testing phase) of an indicated (marginalized) sensor (called hereafter trivial
marginalization).

1.5 Objectives

1.5.1 Aim

To develop and validate a multimodal computational model for the recognition of affective
states, that allows sensors marginalization, to improve classification performance (accuracy,
F-measure and ROC area) over the system that does not supply information of the marginal-
ized sensor. Additionally the system will consider the dependency relations of affective states
in the multidimensional classification.

1.5.2 Specific objectives

1.- Develop a computational solution for fusing the information, under some scheme,
of the sensors of physiological signals and external behavioural in the problem of
automatic recognition of affective states.

2.- Evaluate computational techniques that allow the approach of learning using privi-
leged information to develop models of marginalization.

3.- Develop and validate a computational model for the problem of sensors marginaliza-
tion for automatic recognition of affective states.

4.- Develop and validate a computational model for exploiting the affective states depen-
dence relationships in the multidimensional classification.

5.- Exemplify the utility of the proposed model, applying it to the recognition of affective
states of people interacting with a computer game.

1.6 Contributions

1.- A multimodal computational model of affective states recognition that takes advantage
of the marginalization, to act when some sensor is absent, achieving classification
performance that minimizes the loss of missing sensor information.

2.- The development of a multimodal model for the recognition of affective states that
incorporates sensors of physiological signals and external behavioural information;
including the hand movements and fingers’ pressure.

Computer Sciences Department National Institute of Astrophysics, Optics and Electronics



1.7 About preliminary experiments 5

3.- A multidimensional classification strategy that exploits the dependencies of affective
states at two levels: classes level and/or sensors level (you will see a detailed explana-
tion ahead in subsection 4.3.3).

1.7 About preliminary experiments

In a previous work (Rivas et al., 2016) a data set was constructed, which consists of the
signals of two stroke patients, during ten rehabilitation sessions over four weeks, on the
virtual rehabilitation platform Gesture Therapy, with registration of two sensors: hand
movement sensor (MOV sensor) and finger’s pressure sensor (PRE sensor) for the states of
tiredness, anxiety, pain and engagement.

The attribute vectors and class labels: presence or absence of each affective state, resulted
in 5826 samples for patient P1 and 8935 for patient P2; which were labelled by psychiatrists.
Three preliminary experiments were carried out on this data set:

1.- The creation of a computational model that receives as input the MOV and PRE sen-
sors and performs late (decision level) fusion through the Semi-Näıve Bayesian (SNB)
classifier, this model was called fusion using SNB (FSNB). The classifier for each sen-
sor was proposed in previous work (Rivas, 2015) which was called the Multiresolution
Semi-Näıve Bayesian classifier (MSNB), and it is explained in detail at chapter 4,

2.- Multidimensional classification through Bayesian chain classifiers with the models of
experiment 1, i.e., FSNB models,

3.- an experiment involving a FSNB model to which a sensor was removed: MOV or PRE,
one at a time; The feature values of the missing sensor were estimated with the feature
values of the other sensor using simple linear regression.

Details are given in chapter 5. In short, experiment 1 evidenced that the new FSNB
computational model produced significantly better results in terms of ROC area with respect
to the early (feature level) fusion model of MSNB. ROC area results for the multidimensional
classification chain of patient P2 were significantly better than the FSNB results of P2.
Finally, the estimation of the MOV sensor obtained significant results over the model that
only has the PRE sensor, for the two patients in terms of ROC area. PRE sensor feature
estimation did not improve the results of the model that only has the MOV sensor.

1.8 Organization of the document

Following, in chapters 2 and 3, the theoretical basis is presented, with the fundamental
concepts for the development of this work; and the previous works that determine the
location of the research and the comparison with the results that would be obtained. Chapter
4 contains the methodological framework and the plan. Chapter 5 describes the preliminary
experiments designed to evaluate the feasibility of the proposed solution and the results
achieved; and finally the conclusions and future work are indicated in the last chapter.

Sensors Marginalization and Multidimensional Classification for Affective States Recognition



Chapter 2

Theoretical basis
The theoretical basis is organized in two parts. The first contains the definitions related to
affective computing, emotions and personality (sections: 2.1, 2.2, 2.3 and 2.4). The second
part contains the set of definitions and main machine learning methods that are referred
in this research, including the learning using privileged information paradigm, imputation
methods, the Semi-Näıve Bayes classifier, the PKID discretization method, the main tech-
niques of fusion, the multidimensional classification and the Bayesian classifiers in chain,
(sections: 2.5 and 2.6).

2.1 Affective states and emotions

For this research we need to know the definitions of affective states, emotion, specific affec-
tive states to be treated, personality, affective computing and affective dimensions.

Affective states: They are integrated by emotions, affections, feelings and passions
(Betta, 1974). Therefore, the term encompasses all these particular affective mani-
festations; in fact, the respective affective states are modifications, of different types
and intensities, in the habitual humor of an individual: “they are reactive manifesta-
tions of the humor provoked by the most diverse external and internal, physical and
psychic stimuli” (Betta, 1974).

Emotion: It consists in a neurophysiological response (psychological response with a cog-
nitive evaluation of what is occurring) transient to a stimulus (Matsumoto, 2009),
characterized by a “more or less sudden change that occurs in the usual mood or the
habitual humor” (Betta, 1974). “The word emotion literally means state of excitement
or shudder” (Consuegra, 2010). The highlight element of emotion is the “abruptness
of the reaction that provokes in the humor, with the addition of a great physical and
psychic repercussion. Of very variable intensity, it arrives, sometimes to motivate and
to direct the behaviour that the individual will observe consecutively” (Betta, 1974).

2.2 Affective states and personality

2.2.1 Definition of affective states under consideration

The following section presents the definition of tiredness and affective states relevant to this
thesis:

Tiredness: It consists in the sensation of lack of energy that is perceived throughout the
body and is not confined to a specific region, producing a decrease in the vitality of
the individual. The tiredness emanates from the body and the mind, and it is the
interrelation of these two that govern the consciousness of tiredness (Ffrench, 1960).

Anxiety: It is a complex emotion fuelled by not pleasant states of fear, apprehension
and, in some cases, anger, linked to expressions of impotence and inability to cope

[6]



2.2 Affective states and personality 7

with threatening events (Betta, 1974; Consuegra, 2010). Among its manifestations
can be identified the predominance of the physical tension produced by the cognitive
part (thoughts, ideas), the physiological part (increased heart rate, altered breathing,
dizziness, sweating, tremors and vasomotor changes) and the psychological part (a
prolonged sense of tension and prompt preparation before the uncomfortable sensation
of imminent danger) (Consuegra, 2010; Bhatia, 2009).

Boredom: It is the emotion that comes when it is not possible to find interests or ac-
tivities that attract, occupy or completely compromise the individual, arriving at a
state of dissatisfaction that makes see things as nonsensical and meaningless (Bhatia,
2009; Consuegra, 2010). It may emerge as a result of external limitations, eg, solitary
confinement or sensory deprivation; or as a consequence of internal inhibitions, for
example monotomic work (Bhatia, 2009).

Engagement: It is a state of interest (Goldberg et al., 2011), a “positive, fulfilling, and
work-related state of mind that is characterized by vigor, dedication, and absorption”
(Schaufeli et al., 2002), it includes physical, cognitive and emotional connection to
an activity (Hart et al., 2010). It is related to processes that involve information
gathering, visual scanning, and lapses of sustained attention (Berka et al., 2007). The
individual has a strong intrinsic motivation to achieve a goal (Steinberg, 1996).

2.2.2 Personality

There is no consensual definition of the term personality (Pervin, 2015), possibly there are
as many definitions as theoretical and researchers of personality (Wrosch and Scheier, 2003).
According to Wrosch and Scheier (2003), personality is “a dynamic organization, within the
person, of psychophysical systems that create characteristic patterns of behaviour, thoughts
and feelings of the individual”. Psychology dictionary Consuegra (2010) defines personality
as a “global pattern of behavioural, temperamental, emotional, mental, and character traits
that give rise to the unique and relatively consistent way a person feels, think and behave”.

The Personality Big Five Factor model (Costa and MacCrae, 1992; Goldberg, 1981,
1990) represents a taxonomy of personality traits in five big dimensions. These dimensions
were derived from the analysis of words (originally in English) that people use to describe
themselves and others. The model of the big five has served as an integrative framework for
different personality description systems and has therefore achieved considerable consensus
among researchers in this area (Jeswani and Dave, 2012). The five dimensions or factors
of this model are: neuroticism versus emotional stability, extraversion, openness to new
experiences, agreeableness (affability or adaptability) and conscientiousness (responsibility
or approaches to goals).

Neuroticism: Negative emotionality or neuroticism is a factor that represents the tendency
to show a poor emotional adjustment, which leads to negative effects such as anxiety,
insecurity and hostility (Jeswani and Dave, 2012).

Extraversion: It is a factor characterized by interest in other people, and the tendency to
trust people. This trait promotes sociability, human contact and the ability to talk,

Sensors Marginalization and Multidimensional Classification for Affective States Recognition



8 2. Theoretical basis

care, enthusiasm, assertiveness, energy and active participation (Costa and MacCrae,
1992).

Openness to new experiences: It represents the tendency to be intellectually curious
and try to explore new ideas and seek new experiences. Individuals with a high degree
of openness to new experiences can be described as creative, imaginative, insight-
ful, innovative, self-reliant, reflective, nonconformist and unconventional (Zhao and
Seibert, 2006).

Agreeableness: It consists of the readiness to get along with others; this factor evaluates
the orientation of interpersonal relationships. A high affability score reveals a kind,
courteous, trusting, caring, forgiving, altruistic, helpful, credulous individual who tries
to compromise his/her personal interests with others (Jeswani and Dave, 2012).

Conscientiousness: This factor measures how individuals are able to plan ahead, have the
motivation, and direct their impulses toward goal achievement (Costa and MacCrae,
1992).

The model of the Big Five was adapted into Spanish by (Renau et al., 2013; Romero
et al., 2012), by translating and organizing the words (personality descriptions) of the
language. Different questionnaires have been designed to account for the scores of each of
the five factors. These inventories present words organized by row and the individual must
indicate how much the respective words identify him. The individual obtains a respective
score for each of the five factors and is generally identified with the factor (or the first and
second factor) in which he scored the highest.

2.3 Affective computing

Affective Computing (AC) is an area of human computer interaction (HCI), in which so-
lutions are investigated and developed to give computers the ability to recognize human
affective states, ideally, at the same level as a person can do (Picard, 2003), and respond
accordingly with the possibility of also simulating affective states. Affective computing re-
quires multidisciplinary work, where in addition to computer researchers, the support of
experts in the field of psychology is needed.

The users’ affective states are not directly observable, but they are expressed through
various channels (Luneski et al., 2010, 2008):

1.- writing: contextual information,

2.- auditory: the sound when speaking or expressing,

3.- behaviour: gestures and movements of the face, arms and body in general,

4.- physiological: internal physiological changes (EEG signals, heart beat rate, respiration,
blood pressure, dermal conductance, body temperature, etc.).

Computer Sciences Department National Institute of Astrophysics, Optics and Electronics



2.4 Affective dimensions 9

2.4 Affective dimensions

The study of emotions has led to the creation of models to characterize them. Perhaps one
of the most popular is the circumflex model of Russell (Russell, 1980; Posner et al., 2005).
In this model a system of Cartesian axes is established to represent, on the abscissa, the
valence (positive or negative) that extends from negative (unpleasant) levels to positive
(pleasant) levels. The axis of the ordinates is used to indicate the level of arousal from
deactivated (at the bottom) to exited (at the top). Emotions are located in points or zones
of this system according to the combination of their valence and arousal levels (Russell,
1980; Posner et al., 2005). The coordinate axes, in this case valence and arousal are known
as affective dimensions. Additionally, in other variants a third axis, the dominance has
been incorporated, to represent the level of control that the person has over the affective
situation (Mehrabian, 1980). With the three dimensions, the emotions are represented as
points in a three-dimensional space (see figure 2.1).

Fig. 2.1: PAD model: valence (pleasure) – arousal - dominance (Mehrabian, 1980). In this model we have
three axes: valence, arousal and dominance; emotions are located in points of this three-dimensional space
depending on their corresponding levels of the three variables. [modified image from the work Posner et al.
(2005)].

2.5 Machine learning methods

2.5.1 Supervised learning

Supervised learning considers the existence of a set of objects Ω. Each object u ∈ Ω has
two components u = (~xu, cu), where ~xu ∈ χ (usually ~xu ∈ Rn) represents the vector of
attributes, predictor variables or observable variables, and cu ∈ C is the class membership
of u (Carrizosa and Mart́ın-Barragán, 2011; Carrizosa et al., 2011). Objects u = (~xu, cu)
belong to an unknown distribution P (~xu, cu). There is a non-empty set of objects E ⊂ Ω,

Sensors Marginalization and Multidimensional Classification for Affective States Recognition



10 2. Theoretical basis

(training set). The goal is to predict the class cv to which an object v ∈ Ω is member,
knowing only ~xv (Carrizosa and Mart́ın-Barragán, 2011; Carrizosa et al., 2011); for this,
it must be found, from E, within a set of admissible functions f (~xu, α) (where parameter
α ∈ Λ), the function f (~xu, α∗) = cu ∀u that minimizes classification error (incorrect values
of cu) (Vapnik and Vashist, 2009).

2.5.2 Learning using privileged information

Learning using privileged information (LUPI) paradigm was originally proposed by Vladimir
Vapnik and Akshay Vashist in Vapnik and Vashist (2009). The philosophy of this learning
arises when considering the role of a teacher at the moment of teaching a topic. During
learning, students receive examples from the teacher (such as supervised learning); but
also obtain relevant information such as explanations, comments, comparisons, emphasis
on important aspects, and so on. Subsequently, at the test stage, generally, the student has
only examples (problems) to apply the knowledge acquired; (s)he no longer has direct access
to the additional information provided by the teacher (this privileged information helped
him/her to better understand the topic when the teacher explained it).

Formally: Given the objects u = (~xu, ~x
∗
u, cu), u ∈ Ω, obtained from an unknown distri-

bution P (~xu, ~x
∗
u, cu), where vector ~xu ∈ χ is known as the observed or available information

(features), cu ∈ C is the class membership of u and vector ~x∗u ∈ χ∗ is the privileged infor-
mation that is only available during training stage. Given α ∈ Λ, the goal consists in finding
the parameter α∗ for function f (~xu, α∗) = cu ∀u to minimize misclassification with help of
~x∗u (Vapnik and Vashist, 2009).

During training stage, vectors (~xu, ~x
∗
u, cu) are supplied; which contain the privileged

information, instead of supplying the pairs (~xu, cu) as in the classical paradigm of supervised
learning. The additional Information ~x∗u ∈ χ∗ belongs, in general, to space χ∗ which is
different to space χ (Vapnik and Vashist, 2009).

2.5.3 Imputation methods

Privileged information can be seen as missing information at testing stage. When deal-
ing with missing values, imputation is usually employed to compensate the missing data.
Imputation is defined as the practice of replacing missing data with substituted values;
the values are filled-in (or imputed) using some methods (Little and Rubin, 2014; Schafer
and Graham, 2002). Indeed, imputations include outlines of a predictive distribution of the
missing values, and require some method for creating a predictive distribution based on
the observed data (Little and Rubin, 2014). Most imputation methods are based upon the
problem of estimation of the mean and the variance of the data related with the consid-
ered value (Muñoz Rosas and Alvarez Verdejo, 2009). There are two generic approaches for
generating the predictive distribution (Little and Rubin, 2014):

Explicit modeling: The predictive distribution is based upon a formal statistical model,
and hence the assumptions are explicit. These methods correspond to (a) Mean im-
putation, (b) Regression imputation and (c) Stochastic regression imputation.

Implicit modeling: They are focused on an algorithm, which implies an underlying model;
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2.6 Classification techniques 11

assumptions are implicit. Some methods are: (a) Hot deck imputation, (b) Substitu-
tion, (c) Cold deck imputation and (d) Composite methods.

2.6 Classification techniques

2.6.1 Näıve Bayes and structural improvement (Semi-Näıve Bayes)

The simple Bayesian classifier, named Näıve Bayes, is based on the Bayes rule expressed in
(2.6.1) (Sucar, 2015):

P (C|A) =
P (C)P (A|C)

P (A)
(2.6.1)

where C represents the class (hypothesis), and A the attributes (the evidence), which are
generally expressed as: A1, A2, ..., An. Given the values of the attributes of an example
eu = (a1, a2, · · · , an), then the equation 2.6.1 can be expressed as in (2.6.2).

P (C = c|A1 = a1, A2 = a2, ..., An = an) =
P (C = c)P (A1 = a1, A2 = a2, ..., An = an|C = c)

P (A1 = a1, A2 = a2, ..., An = an)
(2.6.2)

Estimate the probability P (A1 = a1, A2 = a2, ..., An = an|C = c) is usually complex
(Sucar, 2015), so this method, naively, assumes that the attributes or evidences are con-
ditionally independent, among them, given the class (Mitchell, 1997). Thus, the simple
Bayesian classifier states that the probability of the class given the attributes values can be
calculated as indicated in (2.6.3).

P (C = c|A1 = a1, A2 = a2, ..., An = an) =
P (C = c)

∏n
i=1 P (Ai = ai|C = c)

P (A1 = a1, A2 = a2, ..., An = an)
(2.6.3)

Given P (C = c) and P (Ai = ai|C = c) i ∈ {1, 2, ..., n}, it is not required to calculate
the denominator P (A1 = a1, A2 = a2, ..., An = an) because it is a fixed value for the
different values of C (the different classes: c), i.e. P (C = c|A1 = a1, A2 = a2, ..., An = an) ∝
P (C = c)

∏n
i=1 P (Ai = ai|C = c). The numerator provides the necessary information to

discriminate the class c which is most likely. Classification consists in determining the value
of C (class c) that maximizes expression (2.6.4).

class(eu) = arg max
c

(P (C = c)

n∏
i=1

P (Ai = ai|C = c)) (2.6.4)

where P (C = c) is known as prior probability of the class, P (Ai = ai|C = c) i ∈ {1, 2, ..., n}
are the conditional probabilities of the evidences or attributes given the value of the class
(likelihood), and P (C = c|A1 = a1, A2 = a2, ..., An = an) is the posterior probability (the
probability of the class).

This approach has the limitation that it is not always correct to assume the conditional
independence of the attributes given the class (Mitchell, 1997; Sucar, 2015). Among the al-
ternatives to correct this limitation, there exists the structural improvement, proposed
as Backward Sequential Elimination and Joining: BSEJ by Pazzani (1996) and im-
proved by Mart́ınez-Arroyo and Sucar (2006). The algorithm of structural improvement
uses the criterion of mutual information (MI) between each attribute Ai and the class C
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(see 2.6.5), and the conditional mutual information between attribute pairs, given the class
C (see 2.6.6) (Chow and Liu, 1968). Structural improvement uses MI to define whether
the structure of the simple classifier should be modified, eliminating irrelevant attributes
and/or joining dependent attributes (in pairs, combining their values) (see figure 2.2)(Paz-
zani, 1996; Mart́ınez-Arroyo and Sucar, 2006; Mart́ınez Arrollo, 2007).

Fig. 2.2: Example of the structural improvement method: (a) example of the original structure of Näıve
Bayes with 5 attributes (all attributes are assumed to be independent given the class), (b) attribute A2 is
removed, (c) attributes A4 and A5 are joined into one. This is an example of graphical model of a Semi-Näıve
Bayes.

Mutual information between the attribute Ai and the class C (Chow and Liu, 1968) is
calculated using (2.6.5).

MI (Ai, C) =
∑

ai∈Ai

∑
c∈C

P (Ai = ai, C = c) log

(
P (Ai = ai, C = c)

P (Ai = ai)P (C = c)

)
(2.6.5)

The conditional mutual information between attributes Ai and Aj given the class C is
obtained by (2.6.6).

MI (Ai, Aj |C) =
∑

ai∈Ai

∑
aj∈Aj

∑
c∈C

P (Ai = ai, Aj = aj |C = c) log

(
P (Ai = ai, Aj = aj |C = c)

P (Ai = ai|C = c)P (Aj = aj |C = c)

)
(2.6.6)

2.6.2 Discretization method PKID

Continuous numeric attributes (attributes with values x ∈ R, also known as ratio type
attributes) must be discretized when using the Näıve Bayes classifier or the Semi-Näıve
Bayes classifier. Proportional k-Interval Discretization (PKID) method proposed by Yang
and Webb (2001) has been reported as a suitable alternative for these Bayesian classifiers
since it seeks an appropriate compensation between bias and variability of the discretization
intervals. In discretization methods there is the problem of defining the appropriate number
of intervals (Yang and Webb, 2001); this number introduces a bias (as long as there are more
intervals the bias decreases, in fact if the number of intervals coincides with the number
of instances of the attribute, then there is no bias). The variability is associated with the
number of instances in each interval, as long as more instances are available in the intervals,
enough information is obtained to more accurately estimate the probabilities required by
Bayes’s Theorem (Yang and Webb, 2001).

The main idea of PKID is to calculate a number k of discretization intervals, so that the
number of instances of the attribute, for each interval, is, as far as possible, k values; i.e., to
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match the number of intervals with the number of values that are placed in each interval.
For this reason, if the attribute has N values, then k = b

√
Nc.

2.6.3 Techniques of fusion in multimodal classification

The heterogeneity and variability of the data of some applications hinders a good per-
formance when using only one classifier; this promotes the use of various classifiers and
techniques to merge the results, with the intention of improving the performance of the
classification (Mangai et al., 2010). An example of these applications is in the field of af-
fective computing where data from different physiological sensors can be recorded (EEG,
electrocardiogram (ECG), galvanic skin response (GSR), electromyogram (EMG), respi-
ration and skin temperature (TEMP), among others) and it is desired to recognize the
affective state of the person.

There are mainly three types of fusion strategies (Mangai et al., 2010):

1.- data fusion or information fusion (low-level fusion),

2.- feature level fusion, also known as early fusion (medium-level fusion), y

3.- decision level fusion, also known as late fusion (high-level fusion).

Data fusion: Original (raw) data from different sources are combined to obtain a new
set of raw data, with the expectation that the new set will be more informative and
will contain less noise than isolated sets of data from different sources (Mangai et al.,
2010). The data to be merged must be on the same scale and meaning (Hu, 2008).

Feature level fusion (early fusion): Attributes generated from the original data are se-
lected and/or combined to remove redundant attributes (attributes that have a similar
distribution or close to others) or irrelevant ones (those that have little correlation
with the class), and finally they are merged to produce a better set of attributes that
will be the inputs to a classifier (Mangai et al., 2010). There are three general ways
to merge the attributes (Hu, 2008): concatenation (attribute vectors of all sources are
put together side by side to form a super attribute vector), selection (select a subset
of attributes, among all available ones, based on some criterion), and extraction (all
attributes available are projected to a new space).

Decision level fusion (late fusion): A set of classifiers is used to improve classification.
An initial approach consists in using as many classifiers as sensors (one classifier per
sensor, i.e., per each feature vector). The classifiers may be of the same or different
type. When the feature vector resulting from an early fusion (by concatenation, selec-
tion, or extraction) is supplied, we have a hybrid fusion scheme (fusion at the feature
level and fusion at the decision level). The outputs of all classifiers are combined using
several methods to obtain the definitive output (Mangai et al., 2010).

Formally, each feature vector ~xh (obtained from each data sensor) is provided to a
classifier Oh, h ∈ {1, 2, ...,m} which must infer the class corresponding to the vector
~xh from the set of class labels C = {c1, c2, ..., cd}. Each classifier Oh produces d degrees
in the interval [0, 1] represented by oh,j which indicate the level of support of Oh to
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the label cj (of class variable C, j ∈ {1, 2, ..., d}). Class cj that obtains the highest
level of support will be the class assigned to ~xh by Oh. Outputs of the h classifiers are
organized in the matrix presented in 2.6.7 (Mangai et al., 2010).

c1 · · · cj · · · cd
1
...
h
...
m


o1,1(~x1) · · · o1,j(~x1) · · · o1,d(~x1)

...
...

...
oh,1(~xh) · · · oh,j(~xh) · · · oh,d(~xh)

...
...

...
om,1(~xm) · · · om,j(~xm) · · · om,d(~xm)


µ1(~x) · · · µj(~x) · · · µd(~x)

(2.6.7)

where ~x = (~x1, · · · , ~xh, · · · , ~xm) and µj(~x) represents the calculation per column
(per class cj) which depends on the method of fusion, among the methods: majority
voting, sum rule, product rule, minimum rule and maximum rule.

Sum rule:

µj(~x) =
m∑

h=1

oh,j(~xh), j ∈ {1, 2, ..., d} (2.6.8)

Majority voting:
This is the particular case of the sum rule when each classifier Oh produces results
oh,j(~xh) ∈ {0, 1}, so that oh,j(~xh) = 1 means that the classifier Oh predicts class cj
for the feature vector ~xh, and 0 otherwise. µj(~x) is calculated according to 2.6.8.

Product rule:

µj(~x) =
m∏

h=1

oh,j(~xh), j ∈ {1, 2, ..., d} (2.6.9)

Min. rule:

µj(~x) =
m

min
h=1

oh,j(~xh), j ∈ {1, 2, ..., d} (2.6.10)

Max. rule:

µj(~x) =
m

max
h=1

oh,j(~xh), j ∈ {1, 2, ..., d} (2.6.11)

Definitive class:
Once the µj(~x), j ∈ {1, 2, ..., d} are generated, based on the respective equation (2.6.8,
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2.6 Classification techniques 15

2.6.9, 2.6.10 or 2.6.11) according to the rule applied; the definitive class cj is calculated
using 2.6.12.

clase(~x) = arg max
cj ,j∈{1,2,...,d}

(µj(~x)) (2.6.12)

Another alternative to make the late fusion consist in using a classifier (SVM, artificial
neural networks, Näıve Bayes, etc.) that receives as inputs the classes cj inferred by
the classifiers Oh for the respective feature vector ~xh.

2.6.4 Multidimensional classification

Several classification problems need to assign more than one class simultaneously to the
feature vector ~xh. For example: in affective computing, where a photo can evoke a mixture
of emotions instead of just one emotion. This type of classification where the objects can
be tagged with several simultaneous classes is called multidimensional classification (Sucar,
2015).

Formally: Given the objects u = (~xu,~cu), where the vector ~xu = (x1, x2, · · · , xn)u,
xi ∈ ΩXi , i ∈ {1, 2, ..., n} is the feature vector, and ~cu = (c1, c2, · · · , cd)u, cj ∈ ΩCj , j ∈
{1, 2, ..., d} is the vector of class values assigned to ~xu. Given the parameters α ∈ Λ, the goal
consist in finding, within the set of admissible functions f(~xu, α), the function f(~xu, α∗) =
~cu ∀u that assigns the most likely combination of classes values to ~xu (that minimizes
misclassification), as represented in 2.6.13.

f(~xu, α∗) = arg max
(c1,c2,··· ,cd)u

(P (C1 = c1, C2 = c2, · · · , Cd = cd|~xu)) (2.6.13)

where f(~xu, α∗) : ΩX1 × ΩX2 × · · · × ΩXn → ΩC1 × ΩC2 × · · · × ΩCd

(x1, x2, · · · , xn)u 7→ (c1, c2, · · · , cd)u

It is assumed that Xi ∀i ∈ {1, 2, ..., n} y Cj ∀j ∈ {1, 2, ..., d} are discrete, and ΩXi y
ΩCj denote their sample spaces respectively.

Metrics (example based) to evaluate the performance of multidimensional
classifiers

Several metrics have been established to evaluate the performance of multidimensional
classifiers. Some of them are example based metrics: Given p: the number of examples in
the data set; c′u,j : the value predicted by the multidimensional classifier for the class j of
the example u; cu,j : the true value of the class j of the example u; ~c ′u: the vector of values
of the classes predicted by the multidimensional classifier for the example u; ~cu: the vector
of true values of the classes for example u.

Exact match ratio (EMR) or Global accuracy (GAcc) (Sorower, 2010; Bielza
et al., 2011) represents the extension of accuracy that is used in the traditional classification
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of a single class. GAcc is the accuracy for example.

GAcc =
1

p

p∑
u=1

d∧
j=1

(c′u,j = cu,j) (2.6.14)

where the result of the operator
∧d

j=1 is 1 to indicate true in all the expressions depending
on j and 0 to indicate false in any of the expressions depending on j.

This metric is quite strict and does not consider whether the classification has been
partially correct in each example.

Mean accuracy (MAcc) (Bielza et al., 2011) represents the accuracy by class, in this
case the results that are partially correct are taken into account.

MAcc =
1

d

d∑
j=1

Accj =
1

d

d∑
j=1

1

p

p∑
u=1

δ(c′u,j , cu,j) (2.6.15)

where Accj is the calculation of accuracy for the class j and δ(c′u,j , cu,j) = 1 if c′u,j = cu,j
and 0 otherwise.

Multi-label accuracy (MLAcc), also called Jaccard measure (Godbole and
Sarawagi, 2004; Sorower, 2010) is the proportion of predicted correct labels to the total
number of labels (predicted and true) for that example, averaged over all examples.

MLAcc =
1

p

p∑
u=1

|~c ′u ∩ ~cu|
|~c ′u ∪ ~cu|

(2.6.16)

where in |~c ′u ∩ ~cu| we count the number of coincidences of the two vectors (predicted and
true) and in |~c ′u ∪ ~cu| we count the number of labels covered by those vectors.

Precision (P) (Godbole and Sarawagi, 2004; Sorower, 2010) is the proportion of pre-
dicted correct labels to the total number of labels inferred by the classifier, averaged over
all examples.

P =
1

p

p∑
u=1

|~c ′u ∩ ~cu|
|~c ′u|

(2.6.17)

where in |~c ′u| we count the number of labels of the vector ~c ′u.

Recall (R) (Godbole and Sarawagi, 2004; Sorower, 2010) is the proportion of predicted
correct labels to the total number of true labels, averaged over all examples.

R =
1

p

p∑
u=1

|~c ′u ∩ ~cu|
|~cu|

(2.6.18)

F-measure (Godbole and Sarawagi, 2004; Sorower, 2010) is the harmonic mean between
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precision and recall.

F −measure =
1

p

p∑
u=1

2 |~c ′u ∩ ~cu|
|~c ′u|+ |~cu|

(2.6.19)

Bayesian chain classifiers
An alternative method for multidimensional classification consists in using chain classi-

fiers, whose architecture allows the incorporation of dependencies among classes and main-
tains the computational efficiency of binary relevance method (Read et al., 2009) (binary
classifiers are proposed to infer each class separately). If class vector is ~c = (c1, c2, · · · , cd),
then a chain of d base binary classifiers (one per class) are required and linked so that each
classifier incorporates among its input features the values of the predicted classes (0/1 or
−1/1) by the previous classifiers in the chain. Thus, the feature vector for each binary clas-
sifier Oh, h ∈ {1, 2, ..., d} extends with an additional label (0/1 or −1/1) for each previous
classifier O1, O2, · · · , Oh−1, in the chain. Each classifier Oh in the chain is trained to learn
the association between the feature vector (~x, c′1, c

′
2, · · · , c′h−1) and the class label ch; where

~x is the original feature vector and c′1, c
′
2, · · · , c′h−1, are the classes calculated by the previ-

ous classifiers. In the testing phase, the classification starts at O1 and the predicted classes
are propagated along the chain, in a way that for Oh it is inferred P (ch|~x, c′1, c′2, · · · , c′h−1).
At the end, the vector of the predicted classes is formed from the classes obtained by each
classifier Oh (Sucar, 2015).

Bayesian chain classifiers are a particular type of chain classifiers that arise when the
chain rule of probability theory is applied and the chain is constructed considering the
precedences based on the parent classes obtained from the dependency relations (based
upon the structure of an directed acyclic graph (DAG)) between classes. The base classifier
can be Näıve Bayes or any other Bayesian classifier.

2.7 Summary

The definitions of emotion and affective state have been established. It should be noted that
the term affective state instead of emotion will be used in the next chapters to have the
possibility of including other states that are not exactly an emotion (and avoid controversies
with experts in the field of psychology). The Personality Big Five Factor Model will be used
as a tool to identify the personality of the participants at the data collection. The central
learning method of this research is the paradigm of learning using privileged information; on
the other hand, the multimodal classification using Bayesian chain classifiers is important
for this proposal for its computational efficiency and to take advantage of the relations of
dependence of the affective states.
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Chapter 3

Related works
For addressing this research work, it was necessary to investigate the advances achieve so far
in sub-areas such as: application of affective computing in computer games, development
of multimodal systems for the recognition of affective states, and finally, learning using
privileged information and multidimensional classification in affective computing.

3.1 Affective videogames

In computer game development, affective computing has been incorporated to try to improve
the user experience. Among the affective states that have been studied in this area are:
boredom, engagement (interest), anxiety, frustration, excitement, joy (rejoicing), calmness
(relaxation), anger (irritation) surprise, sadness and fatigue (Chanel et al., 2011; Gilleade
and Dix, 2004; Chumbley and Griffiths, 2006; Van Reekum et al., 2004; Bianchi-Berthouze
et al., 2007; Savva and Bianchi-Berthouze, 2011; Gao et al., 2012; Rivas, 2015), among
others. One of the benefits consist in adapting the game according to the user’s specific
needs. The purpose should be to maintain a state of pleasure to the player (Chanel et al.,
2011). This is particularly relevant in serious games, to stimulate the player to become more
interested in the assigned task (Shaker et al., 2010; Gilleade and Allanson, 2003; Conati,
2002; Molins-Ruano et al., 2014; Bonarini et al., 2010). The affective states can be induced
by changing the difficulty level of the game but this must be adjusted in concordance with
the player skills (Chanel et al., 2011; Gilleade and Dix, 2004; Chumbley and Griffiths, 2006;
Van Reekum et al., 2004).

3.2 Multimodal recognition of affective states

The recognition of emotions in affective computing took an important turn when several
authors began to argue the need to incorporate several sources of user data to achieve more
reliable results (Chen et al., 1998; Picard et al., 2001; Pantic et al., 2007; Cernea and Kerren,
2015). Accordingly, there have been studies combining facial expressions with physiological
signals (Bailenson et al., 2008), facial expressions with speech (Zhalehpour et al., 2014),
physiological signals from multiple sources (Picard et al., 2001; Calvo et al., 2009), speech
and physiological signals from multiple sources (Kim et al., 2009), EEG and visual tracking
(Zheng et al., 2014), EEG and peripheral physiological signals from multiple sources (Chanel
et al., 2011), achieving better results than those obtained with a single data source. The
table 3.1 presents a summary of these works indicating the multimodal elements, how the
affective states were induced, the specific affective states studied, the classifiers, the fusion
strategy and the results.

[18]
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None of the works described in table 3.1 considers the problem of using the system in
everyday life and the obstructive difficulties of using the sensors. Only the work of (Zhaleh-
pour et al., 2014) could be used outside the laboratory, however, facial expressions and
speech do not always reflect the affective states that the user is really experiencing (Wang
et al., 2015d; Zheng et al., 2014).

3.3 Multimodal data set for studying affective states

Two multimodal data repositories (Vinola and Vimaladevi, 2015; Soleymani and Pantic,
2012), MAHNOB-HCI and DEAP are available to the academic community.

MAHNOB-HCI (Multimodal Analysis of Human Nonverbal Behavior) (Soleymani et al.,
2012): It contains the signals of EEG (32 channels), eye gaze tracking and four peripheral
physiological signals: electrocardiogram (ECG), galvanic skin response (GSR), respiration
amplitude (RSP) and skin temperature (TEMP), of 27 participants who watched 20 video
clips with emotional content (to induce 5 emotions: disgust, amusement, joy, fear and sad-
ness; and a neutral state) during the capture of the signals. Participants answered a ques-
tionnaire at the end of each video, to estimate in the discrete scale from 1 to 9 (1 = lowest
level) the values of valence and arousal of the emotion they experienced. Correspondence
was also made with discrete emotions: neutral, anxiety, amusement, sadness, joy, disgust,
anger, surprise, and fear

DEAP (Database for Emotion Analysis using Physiological signals) (Koelstra et al.,
2012): It stores EEG responses and peripheral physiological signals (GSR, RSP, TEMP,
ECG, blood volume by plethysmograph (PLET), electromyogram (EMG) and electroocu-
logram (EOG)) to the stimuli of 40 video clips, to which 32 participants were exposed.
Additionally it contains the front video of the face of 22 of the participants. As in the
MAHNOB-HCI database, the participants responded to a self-assessment, estimating the
valence, arousal and dominance levels of the emotion in the discrete scale from 1 to 9 (1 =
lowest level).

These databases will be very useful to compare our proposal with the closest related
works, which are described in the following section.

3.4 Learning using privileged information

The learning using privileged information paradigm was first introduced by Vladimir Vapnik
and Akshay Vashist (Vapnik and Vashist, 2009) very oriented towards implementation in the
field of SVM; The implementation in other machine learning techniques is under investiga-
tion (Wang et al., 2014b; Wang and Ji, 2015). Specifically, in the field of affective computing,
the potential of this paradigm has been considered because of the possibility that during
the training phase, several sensors will be available and some of them will register privileged
information, which will not be easily acquired during the test phase. One of the applications
has been the implicit tagging of emotional videos, in which the observer’s physiological re-
sponses are analyzed to label the segments of the video with the different emotions that
the user has experienced (Soleymani and Pantic, 2012). In Wang et al. (2015d), the implicit
video emotion tagging was studied, and also the recognition of emotions using EEG sig-
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3.4 Learning using privileged information 21

nals, and the information of videos used to induce emotions. Through canonical correlation
analysis (CCA) two new feature spaces were created, one for the EEG and the other for
the video, which encapsulated the relationship between the features of both sources (EEG
and video); two SVMs were trained respectively over each feature space. The SVM built
over video space uses the EEG features as privileged information and serves to make the
implicit video tagging; and the SVM from the EEG feature space, uses the features of the
video as privileged information to recognize emotions. Experiments were performed on the
MAHNOB-HCI, DEAP and USTC-ERVS databases (USTC-ERVS (Wang et al., 2014a)
is not publicly available) and the valence and arousal classifications were better than the
classical SVM classifications. The drawback of this approach is that it does not provide a
solution for the case of more than two sensors. Chen et al. (2016) developed an SVM model
with similarity restrictions in the mapping functions to capture the relationship between
EEG signals, multiple user peripheral physiological signals (EOG, EMG, ECG, GSR, RSP,
TEMP and PLET) and the features of video content. In this case the EEG signals and the
different peripheral physiological signals represent the privileged information in the implicit
video tagging, i.e. during the test phase (video tagging) only the video features are avail-
able. The authors also used the MAHNOB-HCI, DEAP and USTC-ERVS databases for
testing. Instead of using only one physiological signal as (Wang et al., 2015d), its approach
can integrate multiple physiological signals to facilitate the video emotion tagging. These
results are used for implicit video tagging applications, but in other applications how it
would work, for example in environments of emotions induced by interaction with video
games.

Learning using privileged information has also been applied to model individual differ-
ences and general patterns in the EEG signals of various subjects for automatic emotion
recognition (Wu et al., 2016). This new approach allows to use the individual information of
each subject as privileged information, or use the general information of the subject group
as privileged information, which is only available during training. Two Bayesian network
structures were tested on the MAHNOB-HCI, DEAP and USTC-ERVS databases to pre-
dict the valence label (positive or negative) or arousal label (high or low); and through the
joint probability distribution learned by the Bayesian networks, the tags could be estimated
from the features of EEG only, marginalizing on the privileged information: the subject or
the group of subjects. This approach was also studied using hierarchical Bayesian networks
to handle the generality and specificity simultaneously of the EEG signals of the group of
individuals in automatic recognition of emotions (Gao and Wang, 2015).

Bayesian networks inherently allow marginalization of features and, for this reason, are
useful for learning using privileged information (Wang et al., 2015a). Basically, Wang et al.
(2015a) studied Bayesian structures of three general nodes: the class node y (the emotion
variable), the available information node x and the privileged information node x∗, and all
possible connections and directions of the arcs between these nodes.
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3.5 Multidimensional classification including dependence re-
lationships among emotions

Very few works consider dependence relationships among emotions and multidimensional
classification (Wang et al., 2015b). The works of Wang et al. (2013) and Wang et al. (2015b)
exploit these characteristics. In the first work, a Bayesian network is used to learn the
relations of co-occurrence and mutual exclusion among pairs of emotions; this is somewhat
limiting because it do not include dependency relationships among more than two emotions
simultaneously. In the second, a three-layer Boltzmann restrictive machine is used to identify
the relations of dependence among more than one pair of emotions; The problem is the
computational cost involved in training and making inferences in the Boltzmann machine.
In our proposal, we consider dependency relations of two or more affective states by adding
the previous classes in the chain sequence of Bayesian classifiers, in addition it is proposed
to use MSNB (Multiresolution Semi-Näıve Bayes) classifier, whose base classifiers are Semi-
Näıve Bayes that maintain the efficiency and simplicity of the Näıve Bayes classifiers (Sucar,
2015).

3.6 Summary of the closest related works to our proposal

Our research work is based on learning using privileged information and multidimensional
classification in the area of affective computing, using computer games environments. In
the Table 3.2, the characteristics of the related works and their proximity to the present
investigation are shown; indicating the multimodal elements, the stimulus used to induce
the affective states, the affective states studied, the privileged information, the classification
strategies developed and the results obtained. The last row of the table describes the com-
ponents of our proposal. The process of comparing the present work with related works will
be achieved using the MAHNOB-HCI and DEAP databases, and making the classification
of discrete valence and discrete arousal under the same conditions.

The works of Wang et al. (2015d) and Chen et al. (2016) use SVM as the fundamental
classifier; but in the previous work of Rivas (2015) SVM was compared with the Semi-Näıve
Bayesian classifier and with the Multiresolution Semi-Näıve Bayesian classifier, and both
classifiers achieved better results than SVM on accuracy, sensitivity, specificity , precision,
F-measure and ROC area for the automatic recognition of tiredness, anxiety, pain and
engagement of two participants. On the other hand, novel elements of our proposal are the
inclusion of hand movements and fingers’ pressure to recognize affective states, and to apply
learning using privileged information in videogames environments.
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Chapter 4

Methodology

4.1 Considered challenges

To achieve the aim of developing and validating a multimodal computational model of recog-
nition of affective states that allow the marginalization of some sensor, and taking advantage
of the relations of dependence of the affective states in the multidimensional classification;
there are aspects of some of affective computing challenges that will be addressed (see
section 1.1). The following are specific proposals for some of these challenges:

1.- The management of uncertainty will be done with the use of probabilistic graphical
models.

2.- This research includes the development of multimodal models with physiological sig-
nals and external behavioural information.

3.- The context in which affective states are developed will be subtly considered by reg-
istering the personality and gender of participants during the construction of the own
data set, and determining how these information can influence the results.

4.- The feasibility of using the system at home and/or in everyday places could be achieved
through the idea of using marginalization of some of the sensors.

4.2 Multiresolution Semi-Näıve Bayesian classifier (MSNB)

One difficulty for detecting emotions is their sudden appearance (generated by some stimu-
lus) and the fact that their duration is highly variable (Verduyn et al., 2015); in some cases
relatively short (Scherer, 2005). No consensus has been reached on how long the emotions
last (Scherer, 2005; Cabanac, 2002). In a previous work (Rivas et al., 2016) a binary classi-
fier was proposed to explore the appearance of affective states of interest in the trace over
time. The classifier operationalizes several odd-size windows (starting from 3) concentric to
a current point that shift simultaneously over the trace, and which it becomes possible to
calculate, in the current point environment, several features that may help to discriminate
the presence of the affective state (see figure 4.1). This classifier was called Multiresolution
Semi-Näıve Bayesian classifier (MSNB) because the windows represent several simultane-
ous resolutions at the current point of the trace. The classifier represents an ensemble of
Semi-Näıve Bayesian classifiers (SNB) with a late (decision level) fusion process by majority
vote. Each SNB receives the features coming from a different window size and infers the
presence or not of the affective state of interest. At the end, in the fusion stage, the presence
or not is decided, by means of the majority vote of the SNBs. In part b) of the figure 4.1 the
architecture of MSNB is shown. Because of the good results obtained in the previous work
(Rivas et al., 2016), it was decided to use MSNB as the base classifier for the computational
model to this proposal.
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4.3 Methodological steps: 25

Fig. 4.1: Multiresolution Semi-Näıve Bayesian classifier (MSNB). In a), we present an example of the process
of multiresolution with the use of windows, of different odd size, |V | = 3,5,7,9,11, for the trace of the hand
in the axis y. This example, for reasons of simplicity and clarity, shows the trace in one of the axes; however
it is necessary to visualize the concept with the 3D hand movement trace. For each window a semi-Näıve
Bayesian model is constructed to estimate the presence or not of the affective state; Then by majority
voting from the 5 models, it is inferred whether the affective state is present or not in the environment of the
current point of the trace. In b) the architecture of the classifier is presented. Features from several concentric
odd-size window |V | = 2m+ 1 with respect to a point of the trace, are supplied and discretized with PKID
method (if features are continuous). The discretized vectors constitute the inputs to the semi-Naive Bayesian
classifiers which independently decide whether or not the affective state exists for that window size |V |. These
inferences are received by the module of late fusion where, by majority voting, finally decides whether the
affective state is present or not.

4.3 Methodological steps:

The methodological steps proposed to achieve the objectives are presented in the block
diagram of the figure 4.2.

Step 1 Start by studying the first versions of the models of marginalization and mul-
tidimensional classification to determine the feasibility of obtaining competitive
results with previous work (Rivas et al., 2016). This step is part of what was
reported in the preliminary results.

(a) Choice of an affective data set containing signals for few sensors: two or three
sensors. The data set of the previous work (Rivas et al., 2016) was chosen,
which records the signals of two sensors: MOV (hand movements) and PRE
(finger pressure) of two stroke patients; to recognize the state of tiredness,
anxiety, pain and engagement. For more details see the section 5.1.

(b) Design and preliminary development of the multimodal computational model
to address the marginalization of some of the sensors (MOV or PRE). In this
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26 4. Methodology

Fig. 4.2: Steps of the methodology.

step was considered as base classifier MSNB to infer the relationship among
the features of each sensor and the affective state of interest. A MSNB is used
for each sensor and the Semi-Näıve Bayesian (SNB) classifier is used in the
late (decision level) fusion. The complete model is called fusion using SNB
(FSNB). The FSNB architecture is presented in the figure 4.3.

(c) Experimentation and evaluation of the results of the proposed computational
model, marginalizing one sensor at a time and determining the effective-
ness of the selected marginalization strategy. There are three scenarios: (a)
The model with the two sensors available, i.e. the complete model without
marginalization, (b) the model where a sensor is marginalized; and (c) the
model where only the available sensor exists, i.e. where there is no influence
of the marginalized sensor. Accuracy, F-measure, and ROC area metrics were
used to compare performance. The results of the three models were contrasted
to see if the model (b) of marginalization achieve a better performance than
the model (c).

(d) Initial development of the model for the multidimensional classification that
incorporates the relations of dependence among the affective states. The
model of Bayesian chain classifiers is proposed, with the novelty of linking
the chain in two levels: sensors level and/or classes level (see subsection 4.3.3
where the architecture of this model appears).
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4.3 Methodological steps: 27

(e) Experimentation and evaluation of multiclassification results. The results are
compared with those obtained by the individual classifiers of the affective
states. In this stage, it will be known if the multiclassification strategy took
advantage of the relations of dependence of the affective states to improve
the classification.

Fig. 4.3: Architecture of the fusion using SNB (FSNB). MSNB is used as the base classifier;
independently it receives the features of MOV sensor and features of PRE. Finally the fusion is
made at the decision level through SNB. Hand movements features are represented as: (average
of) speed (Spe), acceleration (Ace), differential location x (DifLx), differential location y (DifLy)
and differential location z (DifLz); fingers’ features are indicated as: (average of) pressure (Pre),
pressure speed (PresSpe) and pressure acceleration (PresAce).

Step 2 Getting the dataset for research. These datasets should contain physiological
signals and external behavioural information; and the annotation of at least 3
discrete affective states (to study the dependency relations among them). The
datasets will come from repositories published in the literature, as well as gener-
ated specifically for this thesis.

(a) From the datasets in the literature we will try to obtain DEAP (Koelstra
et al., 2012) and MAHNOB-HCI (Soleymani et al., 2012) that were used in
the related works (Wang et al., 2015d; Chen et al., 2016).

(b) In order to construct a multimodal data set of affective states, it is intended
to capture experimental data that includes among the sensors, the recording
of hand movements and fingers’ pressure. The personality of each participant
will also be tabulated. This set of data will allow us to study the contribu-
tion of hand movements and fingers’ pressure to the recognition of affective
states, in conjunction with the other sensors that were chosen. Additionally,
trying to study the context, it is convenient to evaluate the results of the
computational model contrasting with the personality and gender of the par-
ticipants. In terms of personality registration, the Big Five Personality Scale
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28 4. Methodology

model questionnaire will be used. (Renau et al., 2013; Romero et al., 2012;
Goldberg, 1990; Costa and MacCrae, 1992; Tupes and Christal, 1961).

It should be emphasized that this data set will be an additional contribu-
tion of this thesis; however, with the DEAP and MANHOB-HCI datasets,
the proposed model can already be evaluated and comparisons can be done
with the related works; and consequently the necessary publications can be
prepared.

Step 3 Design and development of the model of marginalization strategy.

(a) Start designing the architecture of the model that will integrate the signals of
all sensors, considering the synchronization among them. This model requires
fusion of the information; it is proposed to make fusion at the decision level
(late fusion). In the subsection 4.3.1 the proposal is presented which consists
of the base classifier MSNB for each sensor and the fusion at the decision
level using a Bayesian network or using SNB.

(b) Incorporate into the designed architecture the mechanisms that achieve the
marginalization scheme with the approach of learning using privileged in-
formation. The model must have the flexibility of considering any sensor as
privileged information, i.e. during the testing phase any of them can be left
aside. Bayesian networks allow the natural marginalization of some of its
variables. The subsection 4.3.2 illustrates the marginalization of one of the
sensors.

Step 4 Validation of the marginalization model.

(a) Build the experimental design to evaluate the computational model developed
in the previous step. For the analysis, the confusion matrix metrics will be
used in the binary classification: absence or presence of each affective state
(accuracy, sensitivity, specificity, precision, F-measure and ROC area) and the
respective models of the three cases: (i) case where all sensors are available,
(ii) case of the model with marginalized sensors and (iii) case using only
non-marginalized sensors; will be used.

(b) Adaptation to make comparisons of the proposed model with related works.
The related works that will serve to compare our approach are Wang et al.
(2015d) and Chen et al. (2016). The DEAP and MAHNOB-HCI data sets
are used in both works.

Step 5 Design and development of the model for multidimensional classification.

(a) Study and determine from the literature, with the advice of experts in psy-
chology or psychiatry, the dependence that may exist among the affective
states considered. Outline the precedence, from the less dependent affective
state to the one with the most dependent relationships with others.
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(b) Design the model for the multidimensional classification that takes advan-
tages of the dependency among affective states. At this point the proposal
consist in using Bayesian chain classifiers (Sucar et al., 2014). In the sub-
section 4.3.3 the architecture model is presented according to this approach,
with the contribution of a novel 2-level system.

(c) Construct the multidimensional classification model. The idea is to use the
classifier proposed in step 3 and link the classifiers in a chain at the level
of MSNB (classes calculated by the sensors) or at the level of the final class
obtained after fusing by Bayesian networks or by SNB.

Step 6 Validation of the computational model for multidimensional classification.

(a) Construct the corresponding experimental design, taking into consideration
the possibility of studying other sequences in the chain of affective states.

(b) Develop the experiments and compare the results of the multidimensional
classification with the results of the individual classification of each affective
state. Use metrics of the binary classification confusion matrix and multidi-
mensional classification metrics, such as: global accuracy, mean accuracy on
the number of affective states, multi-label accuracy, accuracy, sensitivity and
average F-measure on the number of affective states.

4.3.1 Architecture of the proposed model for the integration of sensors

In the figure 4.4 the proposed architecture is displayed to integrate the information of the
signals of the sensors. The features of the signals of each sensor are processed by MSNB,
which constitutes the base classifier. Each MSNB infers the presence or not of the affective
state of interest from the respective sensor that corresponds to it. The classes of each MSNB
are received in the fusion phase. A Bayesian network integrates the values of the variables
(classes inferred by the MSNB) and performs the total abduction to infer the most probable
value of the class (absence or presence of the affective state). When the fusion is done by
SNB, the classifier infers with the structure obtained after structural improvement, whether
the affective state is present or not.

4.3.2 Architecture of the model proposed for marginalization

A sensor provides the information of a set of variables to the model. When one of the
sensors is not available, the marginal distribution of its observations must be inferred from
the rest of the available information (the variables of the available sensors). The process
of marginalization is illustrated in figure 4.5, where it is exemplified using sensor 2 as
marginalized. The information learned during training (when the values of sensor 2 were
available) it is used to determine the presence or absence of the affective state. Since the
classifier used in the last level of the model is a Bayesian network, then a partial abduction
process is performed, i.e., the values of some variables of the 2nd level (classes inferred by the
non-marginalized sensors) represent the evidence, and the most probable value of the class
(presence or absence of the affective state) is calculated, identifying the variables whose
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30 4. Methodology

Fig. 4.4: Architecture of the fusion model at the decision level using a Bayesian network. For each sensor a
MSNB classifier is used to estimate the presence or absence of the affective state under consideration. The
fusion is made at the decision level (late fusion) using a Bayesian network that receives the values of the
variables (classes inferred by the MSNB of each sensor) and through abduction decides which is the most
probable value of the class (absence or presence of the affective state).

values are not present (marginalized sensors) as marginalized variables by the Bayesian
network.

4.3.3 Architecture of the proposed model for multidimensional classifica-
tion

For multidimensional classification it is proposed to use Bayesian chain classifiers. The
Bayesian classifier to be used is the model that was developed in the previous subsection
4.3.1. As there are two levels, the first refers to the MSNB of each sensor, and the second, to
the final integration through the Bayesian network that indicates the inferred value for the
class; then the chain can be linked at the MSNB level (sensors level) and/or at the level of
the classes. The chain at sensors level consists in linking the classes inferred for the MSNB
of sensors of the same type in the chain. On the other hand, the classes obtained in the
previous Bayesian networks (affective states) are incorporated as additional features in each
Bayesian network, in fact, the number of variables of each Bayesian network is increasing.
There are three possibilities to study this model, applying each chain separately or applying
both chains at the same time. In the figure 4.6 the Bayesian chain classifier is illustrated.
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Fig. 4.5: Architecture of the integration of the signals through a Bayesian network which illustrates the
marginalization of the sensor 2. The MSNB of the available sensors provide their information of presence or
absence of the affective state. The Bayesian network as an integrating agent receives the information (classes)
from the MSNBs of the available sensors (represents the evidence). For unavailable sensors, their respective
MSNB can not give information, so the Bayesian network marginalizes them, and by partial abduction the
network calculates the most probable value of the class, which indicates whether the affective state is present
or not.

Fig. 4.6: Suggested architecture for the multidimensional classification model. Bayesian classifier are liking
in a chain where each of them uses a Bayesian network (model of the subsection 4.3.1), for calculating the
class of each affective state. As the base model has two levels, the first consisting of the MSNB of each
sensor, and the second representing the class inferred by the Bayesian network, then it is possible to have
chains at two-level, one at the level of MSNB (sensors level) and the other at the level of Bayesian networks
(classes level). Each MSNB receives as an additional feature the classes inferred by the previous MSNB of
sensors of the same type in the chain. In the same way, each Bayesian network (class) has as input variables,
the classes inferred by the previous Bayesian networks in the chain. Chaining can be done at one level or at
both levels at the same time.

Sensors Marginalization and Multidimensional Classification for Affective States Recognition



32 4. Methodology

4.4 Publishing plan

1.- Multimodal models of recognition of affective states that allow the marginalization of
some sensor. Journal: IEEE Transactions on Affective Computing, February 2018.

2.- Multidimensional classification that includes the relations of dependence among affec-
tive states. Conference: Affective Computing and Intelligent Interaction 2018, dead-
line: Abril 30th, 2018; conference: October 2018.

3.- Multidimensional classification that includes the relations of dependence among af-
fective states. Journal: IEEE Transactions on Affective Computing, February 2019.

4.5 Plan

Fig. 4.7: Schedule. The specific steps described in the methodology are indicated in bold.
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Chapter 5

Preliminary results
The first step in the methodology consist in developing the first versions of the models
of marginalization and multidimensional classification to determine the feasibility of the
proposal and compare them with the results of previous work (Rivas et al., 2016). Several
experiments were carried out and the results of the three main ones are reported:

1.- Late (decision level) fusion of the sensors using Semi-Näıve Bayesian classifier.

2.- Multidimensional classification that includes dependencies among four affective states.

3.- Estimation by simple linear regression of the features of an unavailable sensor.

5.1 Dataset for preliminary experiments

The considered data set was constructed in the previous work (Rivas et al., 2016). The data
set contains the records of the rehabilitation sessions of 2 stroke patients that attended
therapies to recover the mobility of an upper limb. The patients (an extroverted man and
an introverted woman, as judged by the psychiatrists who contributed to this study) par-
ticipated in 45-minute average sessions that took place in different days (max 3 per week)
in a period of 4 weeks. Demographic data and the number of rehabilitation sessions per
patient are summarized in Table 5.1. The virtual rehabilitation platform Gesture Therapy
(GT) was used in each session, and the 3D movements of the affected hand, the pressure of
the fingers and a frontal video were recorded. In this process, two sensors were considered
using the gripper of the GT system: one to identify the 3D location of the hand and the
other to indicate the pressure exerted by the fingers (see Fig. 5.1). The frontal video was
used by psychiatrists to tag the frames in which the patient exhibited one or more of the 4
considered states: tiredness (physical or psychological), anxiety, pain and engagement.

Table 5.1: Cohort demographic and data from patients’ rehabilitation sessions

Pacient P1 Pacient P2

Age [years] 55 57
Gender M F
Stroke date April, 2014 May, 2014
Therapy onset May 8th, 2014 Sep. 24th, 2014
Paretic side right right
No. of sessions 6 10
No. of videos 29 50

Each example of the data set has 5 features of hand movement: (averages of) speed,
acceleration and differential location by the axes x, y, z, 3 features of fingers’ pressure:
(averages of) pressure, pressure speed and pressure acceleration, and 4 binary labels (of
the set {−1, 1}), one for each affective state, indicating presence (1) or absence (−1) of
the respective affective state. From the process of constructing features vectors and their

[33]
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Fig. 5.1: Demonstration of the GT Platform. The gripper, held here with the right hand, is monitored with
a tracking system that uses the computer camera to locate the position of the hand, and then controls an
avatar in the virtual environment. The avatar is represented, in this case, by the aerosol and when the patient
presses the pressure sensor with the fingers then the bottle sprays the insecticide to kill the mosquito. The
mechanics of the game also induce vertical and horizontal movements of the hand (and arm) to place the
bottle at the level of the mosquito. As the user interacts with the rehabilitation game, the 3D hand location,
and the gripping force are recoded.

classes, a total of 5826 samples were obtained for P1 and 8935 for P2. In Fig. 5.2 the process
for the construction of the samples is schematized.

Observation: For patient P2, the affective state of pain was not observed in any of
her videos.

5.2 Experimental design

The base classifier in all experiments was Multiresolution Semi-Näıve Bayesian classifier
(MSNB) using odd window sizes, from 3 to 11, i.e. |V | = 3,5,7,9,11 (see section 4.2); so
that 5 different window sizes were used. The sets of examples of affective states were un-
balanced with less samples of the presence of the respective affective state. Sub-sampling
was applied to balance classes. Internal validation was performed using the stratified 10-fold
cross-replication mechanism; randomly, the examples were distributed in such a way that
each fold had the same ratio of the 1 (presence) class and the −1 (absence) class, with
respect to the overall set of examples.

The classifiers MSNB and Semi-Näıve Bayesian(SNB) are binary. We calculated 6 met-
rics associated with the confusion matrix: accuracy, sensitivity, specificity, precision,
F −measure, and ROC area under the curve to evaluate the performance of each classifi-
cation process and compare among them.
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Fig. 5.2: Example of the construction of the feature vectors and their classes. In the diagram there are graphics
of the traces of: hand movement (MOV sensor), finger pressure (PRE sensor) and tags of an affective state
(engagement). In the traces, windows (in this case of size |V | = 5) are centred at the respective current
point (point 6 for the example) simultaneously. The average of the feature that is being treated is calculated
for the consecutive points within the window. As an example, for the speed feature of hand movement,
the speed between the sub-following points within the window in hand movement trace is calculated and
averaged at the end. The class (presence: 1 or absence: −1) of each affective state is assigned by determining
the majority class within the window for the respective affective state trace.

5.3 Experiment 1: Late (decision level) fusion of the sensors
using Semi-Näıve Bayesian classifier

A comparison of early (feature level) fusion scheme by concatenation of features, used in
previous work (Rivas et al., 2016) with the late (decision level) fusion strategy proposed
to be used at integration of the information from the several sensors to the models of
marginalization and multidimensional classification, is made. The experimental hypothesis
is: The classification performance of the late fusion model FSNB is better than the early
fusion with MSNB. The objective is: Validate the preliminary model of late fusion (FSNB)
with the results of MSNB of the work (Rivas et al., 2016), in which early fusion was applied
(concatenation of MOV and PRE features); studying the relation among the observable
variables (movements and pressure of the hand, registered with the gripper of the GT) and
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the four (4) states: tiredness, anxiety, pain and engagement, one at a time.

5.3.1 Design of the experiment

MSNB models with fusion at feature level (early fusion) were constructed for each affective
state for each patient; for P1 were 4 MSNB and for P2 were 3 (remember P2 did not
exhibited pain state during the labelling). In addition, FSNB models were elaborated, which
have fusion at the decision level (late fusion) with the separate results of the MSNB for the
MOV sensor and for the PRE sensor (see figure 5.3). During the development of the MSNB
models, semi-Näıve Bayesian (SNB) models were generated, one for each window size: |V |
= 3,5,7,9,11.

Fig. 5.3: Architectures of models of experiment 1: early fusion with MSNB and late fusion FSNB. In a)
MSNB classifier with fusion at feature level is observed (the features of both sensors MOV and PRE are
concatenated). In b) the FSNB model is presented, with fusion at the decision level using the SNB classifier,
which receives the results of MSNB from MOV and PRE. Hand movements features are represented as:
(average of) speed (Spe), acceleration (Ace), differential location x (DifLx), differential location y (DifLy)
and differential location z (DifLz); fingers’ features are indicated as: (average of) pressure (Pre), pressure
speed (PresSpe) and pressure acceleration (PresAce).

5.3.2 Results

In Table 5.2, the average classification results are presented for both early fusion with MSNB
and for late fusion with FSNB, by affective state, and the last row of each case corresponds
to the average overall result. Results are summarized as mean ± standard deviation, across
the 10 folds of cross-validation; for the last row through all affective states too. Pain state
was the best classified for P1 in both MSNB and FSNB. For P2 the state of tiredness
has the best recognition for the two strategies. The results of FSNB for P1 and P2 were
significantly higher than those of MSNB using the ROC area of affective states (Wilcoxon
test of sign ranges: W = −2.618, p < 0.05).

In the figure: 5.4 we can see the comparative boxplots among the average results (on
affective states) of the metrics: accuracy, F-Measure and ROC area. FSNB had better
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5.4 Experiment 2: Multidimensional classification that includes the dependence among four states 37

Table 5.2: Results (µ±σ) of early fusion with MSNB and late fusion FSNB - Affective states,
through the 10 folds of cross-validation. The highest results per column are indicated with
bold typeface. The global average results for MSNB and FSNB are respectively compared
and the greater one is indicated in bold

Paciente P1 Paciente P2

Affective
state

accu-
racy

sensi-
tivity

speci-
ficity

preci-
sion

F-
measure

ROC
area

Affective
state

accu-
racy

sensi-
tivity

speci-
ficity

preci-
sion

F-
measure

ROC
area

MSNB MSNB

tiredness 0.926±
0.107

0.986±
0.045

0.848±
0.263

0.915±
0.127

0.943±
0.074

0.917±
0.129

tiredness 0.929±
0.075

0.971±
0.060

0.886±
0.148

0.908±
0.109

0.935±
0.066

0.929±
0.075

anxiety 0.909±
0.122

1,000±
0.000

0.810±
0.255

0.878±
0.146

0.928±
0.090

0.905±
0.128

anxiety 0.682±
0.098

0.963±
0.056

0.366±
0.235

0.640±
0.087

0.764±
0.057

0.665±
0.103

pain 0.956±
0.141

1.000±
0.000

0.943±
0.181

0.933±
0.211

0.950±
0.158

0.971±
0.090

pain − − − − − −

engagement 0.915±
0.172

0.989±
0.020

0.812±
0.384

0.915±
0.170

0.944±
0.112

0.900±
0.201

engagement 0.621±
0.093

0.824±
0.148

0.420±
0.292

0.613±
0.113

0.684±
0.057

0.622±
0.092

average 0.926±
0.133

0.994±
0.025

0.853±
0.275

0.910±
0.161

0.941±
0.109

0.923±
0.140

average 0.744±
0.160

0.920±
0.117

0.557±
0.326

0.720±
0.169

0.794±
0.121

0.738±
0.163

FSNB FSNB

tiredness 0.951±
0.070

0.969±
0.065

0.920±
0.140

0.951±
0.083

0.957±
0.058

0.945±
0.079

tiredness 0.921±
0.092

0.900±
0.151

0.943±
0.074

0.941±
0.079

0.915±
0.106

0.921±
0.092

anxiety 0.926±
0.109

0.976±
0.039

0.873±
0.197

0.910±
0.134

0.938±
0.088

0.924±
0.112

anxiety 0.760±
0.081

0.875±
0.077

0.623±
0.233

0.744±
0.107

0.796±
0.054

0.749±
0.094

pain 0.956±
0.141

1,000±
0.000

0.943±
0.181

0.933±
0.211

0.950±
0.158

0.971±
0.090

pain − − − − − −

engagement 0.917±
0.163

0.927±
0.194

0.905±
0.270

0.953±
0.128

0.922±
0.157

0.916±
0.167

engagement 0.624±
0.090

0.696±
0.208

0.552±
0.279

0.645±
0.122

0.635±
0.109

0.624±
0.089

average 0.937±
0.122

0.968±
0.104

0.910±
0.196

0.937±
0.142

0.942±
0.119

0.939±
0.115

average 0.768±
0.150

0.824±
0.176

0.706±
0.269

0.776±
0.161

0.782±
0.147

0.765±
0.152

performance for P1, and was competitive with the results of early fusion with MSNB, for
P2.

FSNB outperform the early fusion with MSNB in learning a predictive relationship
among hand movements and fingers’ pressure over all affective states of P1, with a mean
value of ROC area greater than 0.939 and with a mean of ROC area of 0.765 to P2. Actually,
values above 0.9 were reached in all affective states of P1 and values higher than 0.6 for
P2.

5.4 Experiment 2: Multidimensional classification that in-
cludes the dependence among four states

This experiment aims to verify whether FSNB chain classifiers are a good alternative for the
multidimensional classification that harness the relations of dependencies among affective
states. The experimental hypothesis is: FSNB chain classifiers have better performance
than separate FSNBs, one for each affective state. The objective of the experiment is:
Validate the results of the chain in the multidimensional classification with respect to the
individual results, by affective state, of FSNB for each patient; studying the relation among
the observable variables (hand movements and fingers’ pressure, registered with the GT
gripper) and the four (4) states: tiredness, anxiety, pain and engagement.
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Fig. 5.4: Boxplot. Comparison of the average (on the affective states) of the results of the metrics: accuracy,
F-Measure and ROC area of early fusion with MSNB and late fusion FSNB. In figure (a) it compares the
boxplots for patient P1 and in (b) boxplots of patient P2.

5.4.1 Design of the experiment

In experiment 1 independent models of FSNB were developed for each of the four states
(tiredness, anxiety, pain and engagement). Now the construction of multidimensional clas-
sification models is proposed through the strategy of linking FSNB in a chain. One of the
first decisions is to define the affective states’ order in the chain. The results of the previous
work Rivas et al. (2016) allow us to locate the affective states in the sequence from the best
classified to the worst:

• For P1: pain ⇀ tiredness ⇀ anxiety ⇀ engagement.

• For P2: tiredness ⇀ anxiety ⇀ engagement.

It was considered to construct the classification chain, for each patient, following the
order described. It is assumed that the most difficult affective states to classify should be in
the later posts in the chain. The classification could be favoured when these states receive
information of previous affective states (see figure 5.5). In the proposed architecture, the
chains can be made in two levels, sensors level and/or classes level. The chain at sensors
level was only explored in this experiment (the classes level has not been studied yet),
which incorporate all previous classes inferred to the corresponding sensor by base classifier
MSNB.

By contrasting the results obtained for FSNB in experiment 1, it can be verified if the
chain has better performance.

5.4.2 Results

In the Table 5.3 the results of FSNB chain classifier are presented and compared with the
results of individual FSNB, by affective state, for P1 and P2. The last row, by classification
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Fig. 5.5: Architecture of FSNB chain classifiers for P1, locating the states in the order: pain, tiredness,
anxiety and engagement. The chain was studied at the sensors level, i.e. among the classes inferred to the
corresponding sensor by base classifier MSNB. For example, inferred classes by MSNB from MOV sensor
of previous affective states are incorporated as additional features to each MSNB that uses MOV sensor
features.

model, represents the average overall performance (µ±σ, across all affective states). FSNB
chain classifier improved individual FSNB ROC area results for P2 but not for P1. Actually,
P1 ROC area results are already in the order of 0.93 ± 0.115. For P2 there were more
difficulties in individual discrimination of the affective states of anxiety and engagement;
and the chain provides information that is used in these states to improve their classification.
P2 chain results are significantly better than those of P2 individual FSNBs (Wilcoxon Signal
Range Test: W = −2.632, p < 0.05).

The FSNB chain classifier obtained better results than individual FSNB for patient P2,
in all metrics, but did not improve for P1. It is necessary to study the performance of the
chain with other sequences of affective states and even to discern which states contribute
more information to each other. It should also experiment with the classes level in the chain,
and even with both levels at a time.

5.5 Experiment 3: Estimation by simple linear regression of
the features of an unavailable sensor

One of the first explorations of the problem of prescinding from a sensor, was to eliminate
it and verify if a simple linear regression strategy could be used to estimate the features
of that sensor in terms of the features of the other sensor. This is the first approach to
the problem of marginalization. It is clear that this approach can be further improved by
using other, more sophisticated, marginalization strategies. The experimental hypothesis
is: Through the feature values of the available sensor can be estimated approximations for
the feature values of the missing sensor, by simple linear regression, and these estimations
can be used as inputs for MSNB of the missing sensor and the FSNB model can achieve
better classification than the one obtained only with the features of the available sensor.
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Table 5.3: Results (µ ± σ) individual FSNB vs FSNB chain classifiers - Affective states,
through the 10 folds of cross-validation. The highest results per column are indicated with
bold typeface.

Pacient P1 Pacient P2

Affective
state

accu-
racy

sensi-
tivity

speci-
ficity

preci-
sion

F-
measure

ROC
area

Affective
state

accu-
racy

sensi-
tivity

speci-
ficity

preci-
sion

F-
measure

ROC
area

FSNB FSNB

tiredness 0.951±
0.070

0.969±
0.065

0.920±
0.140

0.951±
0.083

0.957±
0.058

0.945±
0.079

tiredness 0.921±
0.092

0.900±
0.151

0.943±
0.074

0.941±
0.079

0.915±
0.106

0.921±
0.092

anxiety 0.926±
0.109

0.976±
0.039

0.873±
0.197

0.910±
0.134

0.938±
0.088

0.924±
0.112

anxiety 0.760±
0.081

0.875±
0.077

0.623±
0.233

0.744±
0.107

0.796±
0.054

0.749±
0.094

pain 0.956±
0.141

1,000±
0.000

0.943±
0.181

0.933±
0.211

0.950±
0.158

0.971±
0.090

pain − − − − − −

engagement 0.917±
0.163

0.927±
0.194

0.905±
0.270

0.953±
0.128

0.922±
0.157

0.916±
0.167

engagement 0.624±
0.090

0.696±
0.208

0.552±
0.279

0.645±
0.122

0.635±
0.109

0.624±
0.089

average 0.937±
0.122

0.968±
0.104

0.910±
0.196

0.937±
0.142

0.942±
0.119

0.939±
0.115

average 0.768±
0.150

0.824±
0.176

0.706±
0.269

0.776±
0.161

0.782±
0.147

0.765±
0.152

Chain Chain

tiredness 0.951±
0.070

0.971±
0.090

0.928±
0.135

0.951±
0.083

0.956±
0.062

0.949±
0.074

tiredness 0.921±
0.092

0.900±
0.151

0.943±
0.074

0.941±
0.079

0.915±
0.106

0.921±
0.092

anxiety 0.909±
0.129

1.000±
0.000

0.810±
0.269

0.880±
0.150

0.929±
0.093

0.905±
0.135

anxiety 0.784±
0.052

0.861±
0.082

0.696±
0.147

0.770±
0.076

0.808±
0.040

0.779±
0.057

pain 0.956±
0.141

1.000±
0.000

0.943±
0.181

0.933±
0.211

0.950±
0.158

0.971±
0.090

pain − − − − − −

engagement 0.916±
0.166

0.882±
0.231

0.963±
0.105

0.963±
0.109

0.909±
0.180

0.923±
0.154

engagement 0.677±
0.093

0.744±
0.163

0.609±
0.205

0.669±
0.105

0.691±
0.102

0.677±
0.093

average 0.933±
0.128

0.963±
0.129

0.911±
0.186

0.932±
0.144

0.936±
0.128

0.937±
0.116

average 0.794±
0.129

0.835±
0.148

0.749±
0.205

0.793±
0.142

0.804±
0.126

0.792±
0.129

The objective of the experiment is: Validate the results of trained FSNB with estimations
of the features of one of the sensors not available (MOV or PRE) with respect to the results
of FSNB developed only with the available sensor, and the results of FSNB developed with
all the sensors (MOV and PRE).

5.5.1 Design of the experiment

The problem of removing a sensor was explored by constructing FSNB models that received
two types of outputs from the multiresolution classifiers (MSNB): outputs obtained for
the available sensor and outputs generated over estimations for the missing sensor. The
estimations were made at the level of the features of the missing sensor, using information
from the features of the available sensor and following a simple linear regression strategy
among each available feature and each feature to be estimated. The Pearson correlation
coefficient was calculated among each feature of the available sensor and each feature of
the missing sensor, choosing the relation that had the highest value. Subsequently, the
corresponding linear models were created and with them the values of the features of the
missing sensor were produced (see figure 5.6). The results of FSNB models obtained by
elimination of one of the sensors were compared with the results of FSNB developed only
with the available sensor and the results of FSNB developed with the two sensors.

5.5.2 Results

The comparison of the results of the elimination of MOV sensor for patient P1 with respect
to the ideal case when the two sensors are available and with the base case in which only
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Fig. 5.6: Strategy to estimate the feature values of the sensor that is not available. In a) the MOV sensor
is not available and each of its feature values were estimated through simple linear regression from the
most associated feature of PRE; these features estimations of MOV and available features of PRE are used
by MSNB to obtain the class Cs1. In b) the opposite case is shown when PRE is not available. Hand
movements features are represented as: (average of) speed (Spe), acceleration (Ace), differential location x
(DifLx), differential location y (DifLy) and differential location z (DifLz); fingers’ features are indicated as:
(average of) pressure (Pre), pressure speed (PresSpe) and pressure acceleration (PresAce).

PRE sensor is available, is developed in Table 5.4 where FSNB MOV-PRE represents the
FSNB results for the two, MOV and PRE sensors; MOV-estim represents the results of
FSNB with MOV estimation and FSNB PRE, the results of FSNB of PRE sensor. In all
states, except engagement, and in the average over states, the ROC area results of MOV
removal are between the ROC area results of the case when the two sensors are available and
the ROC area results of the trivial marginalization. For the pain state the MOV removal
reached the closest values to the ideal case, on the contrary for the anxiety state the results
were the same as the base case: FSNB PRE. On average the simple linear regression strategy
generated good results for the removal of MOV for patient P1.
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Table 5.4: Results (µ±σ) in FSNB MOV-PRE, MOV-estim y FSNB PRE - Pacient P1 - Affective
states, through the 10 folds of cross-validation.

Affective state Method Accuracy Sensitivity Specificity Precision F-Measure ROC area

tiredness FSNB MOV-PRE 0.951± 0.070 0.969± 0.065 0.920± 0.140 0.951± 0.083 0.957± 0.058 0.945± 0.079
MOV-estim 0.868± 0.178 0.957± 0.096 0.780± 0.346 0.878± 0.192 0.899± 0.126 0.869± 0.164
FSNB PRE 0.860± 0.186 0.957± 0.096 0.760± 0.375 0.872± 0.200 0.894± 0.130 0.859± 0.178

anxiety FSNB MOV-PRE 0.926± 0.109 0.976± 0.039 0.873± 0.197 0.910± 0.134 0.938± 0.088 0.924± 0.112
MOV-estim 0.858± 0.172 1.000± 0.000 0.704± 0.360 0.828± 0.182 0.895± 0.117 0.852± 0.180
FSNB PRE 0.858± 0.172 1.000± 0.000 0.704± 0.360 0.828± 0.182 0.895± 0.117 0.852± 0.180

pain FSNB MOV-PRE 0.956± 0.141 1.000± 0.000 0.943± 0.181 0.933± 0.211 0.950± 0.158 0.971± 0.090
MOV-estim 0.894± 0.193 1.000± 0.000 0.779± 0.376 0.875± 0.237 0.913± 0.178 0.889± 0.188
FSNB PRE 0.872± 0.254 0.900± 0.316 0.779± 0.376 0.847± 0.319 0.869± 0.313 0.839± 0.296

engagement FSNB MOV-PRE 0.917± 0.163 0.927± 0.194 0.905± 0.270 0.953± 0.128 0.922± 0.157 0.916± 0.167
MOV-estim 0.909± 0.180 0.914± 0.199 0.905± 0.270 0.949± 0.139 0.916± 0.168 0.909± 0.184
FSNB PRE 0.906± 0.189 0.844± 0.329 0.991± 0.012 0.994± 0.008 0.867± 0.284 0.918± 0.162

average FSNB MOV-PRE 0.937± 0.122 0.968± 0.104 0.910± 0.196 0.937± 0.142 0.942± 0.119 0.939± 0.115
MOV-estim 0.882± 0.175 0.968± 0.112 0.792± 0.335 0.883± 0.188 0.906± 0.144 0.880± 0.173
FSNB PRE 0.874± 0.196 0.925± 0.232 0.808± 0.327 0.885± 0.211 0.904± 0.169 0.867± 0.205

In the Table 5.5 the results for the patient P2 are presented in an analogous way of P1
results. In all states and in the average over states, the ROC area results of MOV removal
are between the ROC area results of the ideal case and the ROC area results of the base
case. For the state of tiredness the elimination of MOV reached the values closest to the
ideal case. On average the simple linear regression strategy generated good results for MOV
removal for patient P2.

Table 5.5: Results (µ±σ) in FSNB MOV-PRE, MOV-estim y FSNB PRE - Pacient P2 - Affective
states, through the 10 folds of cross-validation.

Affective state Method Accuracy Sensitivity Specificity Precision F-Measure ROC area

tiredness FSNB MOV-PRE 0.921± 0.092 0.900± 0.151 0.943± 0.074 0.941± 0.079 0.915± 0.106 0.921± 0.092
MOV-estim 0.907± 0.112 0.871± 0.157 0.943± 0.100 0.940± 0.111 0.900± 0.122 0.907± 0.112
FSNB PRE 0.900± 0.108 0.871± 0.157 0.929± 0.101 0.927± 0.111 0.893± 0.117 0.900± 0.108

anxiety FSNB MOV-PRE 0.760± 0.081 0.875± 0.077 0.623± 0.233 0.744± 0.107 0.796± 0.054 0.749± 0.094
MOV-estim 0.720± 0.095 0.856± 0.082 0.563± 0.187 0.697± 0.099 0.764± 0.073 0.710± 0.101
FSNB PRE 0.661± 0.089 0.896± 0.075 0.389± 0.192 0.626± 0.065 0.736± 0.063 0.642± 0.105

pain FSNB MOV-PRE − − − − − −
MOV-estim − − − − − −
FSNB PRE − − − − − −

engagement FSNB MOV-PRE 0.624± 0.090 0.696± 0.208 0.552± 0.279 0.645± 0.122 0.635± 0.109 0.624± 0.089
MOV-estim 0.596± 0.151 0.558± 0.249 0.634± 0.212 0.598± 0.176 0.560± 0.198 0.596± 0.151
FSNB PRE 0.570± 0.170 0.551± 0.311 0.588± 0.242 0.577± 0.202 0.529± 0.227 0.570± 0.170

average FSNB MOV-PRE 0.768± 0.150 0.824± 0.176 0.706± 0.269 0.776± 0.161 0.782± 0.147 0.765± 0.152
MOV-estim 0.741± 0.175 0.762± 0.225 0.713± 0.236 0.745± 0.195 0.741± 0.196 0.738± 0.177
FSNB PRE 0.710± 0.187 0.773± 0.255 0.635± 0.290 0.710± 0.206 0.719± 0.211 0.704± 0.192

The model with estimation of the MOV sensor values (where MOV was marginalized)
obtained results significantly higher than those of trivial marginalization, using the ROC
area of affective states (Wilcoxon test of sign ranges: W = −3.823, p < 0.05).

When PRE sensor was removed, the results were the same as the base case: those of
FSNB developed only with MOV sensor. In this case it is evident that the estimation of
the feature values of PRE sensor from the features of MOV sensor was not good enough to
replace the original values of PRE sensor.

The estimation of the feature values of MOV sensor, using simple linear regression from
the features of PRE sensor, generated results that improved those of the base case (when
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only PRE sensor is available). On the other hand, the estimations of the feature values of
PRE sensor did not produce results that exceeded the base case when only MOV sensor
is available; This result reveals that PRE is more difficult to estimate by simple linear
regression from MOV.

5.6 Final comments

Late fusion using SNB significantly improved the results of early fusion with MSNB for
both patients. The second experiment showed the feasibility of improving the results of
the classification of affective states, using the relations of dependence among them. The
strategy of FSNB chain classifier evidenced to be beneficial. The results for patient P2
significantly enhanced, in the ROC area, those obtained by FSNB in each affective state
independently. The results of patient P1 were similar to those achieved by independent
FSNB classifiers for each affective state. P1 already had results of 0.93± 0.115 in the ROC
area. Other experiments should be done by changing the sequence of the affective states in
the chain, to determine how it affects the results. For the problem of sensor marginalization,
an experiment was developed using a simple strategy based on linear regression to estimate
the feature values of the missing sensor. This experiment was done with the intention of
exploring the use of feature values estimation of a sensor based on the others and determine
if this could be useful to give a solution to the problem of not having sensors in testing
phase (learning using privileged information); of course, this strategy can be improved by
considering dependencies at different levels and by using more sophisticated techniques
such as Bayesian networks. MOV features, estimated from PRE, were beneficial to improve
the classification compared to the case where only the features of PRE are available. In
the opposite case, estimating PRE from MOV did not provide sufficient information. The
marginalization problem will be addressed with the architecture of the FSNB classifier but
changing, at the late (decision level) fusion, the SNB classifier by a Bayesian network,
as explained in the methodology (see figure 4.4). The nature of the Bayesian networks
allows marginalization, in fact, when there are not information about the values of some
variables, partial abduction is applied to know the most probable value of the class given
the evidence (the variables that have assigned values) and these variables that have no value
are marginalized in the process.

From the related work chapter it is concluded that the works closest to our proposal
(Wang et al., 2015d; Chen et al., 2016) use among their strategies the SVM classifier. Among
the experiments carried out in this first stage of the research, which were not reported in
this document, one was carried out where a model similar to the late fusion of experiment
1 (FSNB model) was constructed, but instead of SNB, SVM was placed as a classifier
in the fusion. The obtained results were that the proposed model FSNB obtained better
results than the one of SVM. Additionally, in previous work Rivas et al. (2016) SVM was
compared with MSNB in the problem of recognition of affective states; and MSNB obtained
significantly higher results, in the ROC area, than those of SVM.

These experiments and preliminary results represent the first efforts to show that the
proposed models are promising.
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Chapter 6

Conclusions and future work
6.1 Conclusions

At this stage of the research the literature has been reviewed and it has been shown that
the work proposed is novel and has practical applications. The contributions consist in
providing models that enhance the development of affective computing systems that include
sensor marginalization, and whose classification is favoured when considering the relations of
dependence of affective states. This last aspect can give greater robustness to the automatic
recognition of affective states.

Preliminary results reveal that the proposed models of FSNB chain classifiers are promis-
ing. This model also has the advantage of building chains at two levels: sensors level and/or
classes level. So far tests have been conducted at the sensor level using MSNB, and results
are already encouraging. The problem of marginalization has not yet been fully addressed;
only the problem of the absence of a sensor at testing phase has been explored. The chosen
strategy, in a two sensor problem, was to estimate the values of the features of the missing
sensor through the features of the available sensor. The performance of the classification was
mixed, for a sensor the estimation of its features contributed to improve the classification;
but the results for the other one did not leveraged the performance.

6.2 Future work

In the next step, we will study a Bayesian network as an element of fusion, at the decision
level, of the proposed architecture to integrate the information of the different sensors. It is
necessary to know the performance of this classifier and compare with the results obtained
so far with FSNB. The architecture including the Bayesian network, as integrator of sensors,
would favour to tackle the problem of marginalization of some sensor.

The proposed architecture of FSNB chain classifiers, to consider the dependence relations
of affective states, has been only studied at the level of the sensors; it is necessary to
experiment with the chain at classes level, and then include the two chain levels (sensors
and classes) at the same time.

The other aspect to be addressed is to continue the organization of the datasets (step 2
of the methodology). DEAP and MAHNOB-HCI datasets have already been acquired; but
it is required to begin the process for the construction of the own data set.
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