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Abstract

In recent years, unsupervised feature selection methods have attracted considerable interest in different
areas; this is mainly due to their ability to identify and remove irrelevant and/or redundant features without
needing a supervised dataset. However, most of these methods can only process numerical data; so in
practical problems in areas such as medicine, economy, business, and social sciences, where it is common
that objects are described by numerical and non-numerical features (mixed data), these methods cannot be
directly applied. To overcome this limitation, in practice, it is common to apply an encoding method over
non-numerical features. Nevertheless, in general, this approach is not a good choice, since by coding data
we incorporate a notion of order into the feature values that does not necessarily correspond to the nature
of the original dataset. Moreover, the permutation of codes for two values can lead to different distance
values, and some mathematical operations do not make sense over the transformed data. For this reason,
this Ph.D. research proposal focuses on developing a new unsupervised feature selection method for mixed
datasets.
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1 Introduction

Feature selection [1–4] (also known as attribute selection) appears in different areas such as pattern recog-
nition, machine learning, data mining and multivariate statistical analysis. In these areas often the objects1

of study may include in their description irrelevant and redundant features [5] that can significantly affect
the analysis of the data, resulting in biased or even incorrect models [6]. Feature selection methods aim to
select only those features that allow improving the classification results. Moreover, feature selection does
not only reduce the dimensionality of the data; but it also leads to more compact models and possibly better
generalization ability [7].

Over the last decades, many feature selection methods have been proposed, most of them for supervised
problems [8–12]. However, there are many real applications where unsupervised problems arise (i.e., the
objects are not labeled) [13, 14], and supervised features selection methods cannot be applied. Under this
context, unsupervised feature selection [15, 16] has gained significant interest into the scientific community
[17] since according to [1, 18, 19], unsupervised feature selection methods have two important advantages.
1) they are unbiased and perform well when prior knowledge is not available, and 2) they can reduce the risk
of data over-fitting in contrast to supervised feature selection that may be unable to deal with a new class of
data.

Several recent works [20–28] show that unsupervised feature selection is an active research area, with
applications in genomic analysis [13,29,30], text mining [14,31,32], image retrieval [33–35], and intrusion
detection [36, 37], to name a few. However, most unsupervised feature selection methods developed so far,
are exclusively for numerical data; therefore they are not directly applicable on datasets where the objects
are described by both numerical and non-numerical features (mixed data). Mixed data [38, 39] are very
common, and they appear in many problems. For example, in biomedical and health-care applications
[40–42], socioeconomics and business [38], software cost estimations [43], etc.

In practice, for applying unsupervised feature selection methods for numerical datasets over mixed data,
is common to perform a previous process of data transformation. The process of transforming from a non-
numerical feature to a numerical feature is called encoding, and there are several methods for achieving this,
such as ordinal coding, one-hot, binary, polynomial, etc. [44–46]. All of them aim the same purpose; pro-
viding a numerical meaning for non-numerical features in such a way they can be processed by algorithms
developed to handle numerical data. However, whatever the encoding method used, this process has the
following disadvantages:

1. Feature codification introduces an artificial order between features values, which does not necessarily
correspond to the original nature of the dataset [44].

2. Different relative distances are introduced that may not match the essence of the data.

3. The permutation of codes for two non-numerical values can lead to different distance values [47].

4. Some mathematical operations such as addition and multiplication by a scalar do not make sense over
the transformed data because they do not meet any algebraic, logical or topological supposition on
themselves [48].

On the other hand, as we will see later in the related work section, there are some unsupervised fea-
ture selection methods that perform an a priori discretization for transforming numerical features into non-
numerical ones. Nevertheless, this discretization brings with it an inherent loss of information due to the

1Also called instances, records, observations or samples. Throughout this research proposal, we will refer to them as objects.
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binning process [47], and the results of feature selection will highly depend on the applied discretization
method. Additionally, it is known that some unsupervised discretization methods are sensitive to out-
liers [49–51].

As far as we know, in the literature of unsupervised feature selection, only three works claim they can be
applied over mixed datasets. These works will be discussed in detail in the related work section. However, it
is important to highlight that two of them make feature transformation before performing feature selection.
Regarding the third one, the authors introduced a data clustering method, and during the clustering process,
this method performs feature selection. Moreover, as we will explain later, this method requires the setting
of several parameters, and it is computationally expensive.

In view of the above mentioned, in this Ph.D. research proposal the unsupervised feature selection prob-
lem over mixed datasets is addressed, i.e., on datasets where the objects are described simultaneously by
numerical and non-numerical features.

The rest of this document is organized as follows: In section 2, theoretical basis about unsupervised fea-
ture selection are given. Section 3 reviews the related work, and in section 4, the justification and motivation
for the development of this research are presented. The Ph.D. research proposal is presented in section 5, in-
cluding a description of the problem to be solved, research questions, hypothesis, objectives, methodology,
expected contributions, publication plan and the schedule of activities. Preliminary results are presented in
section 6, and finally, in section 7 our conclusions are provided.

2 Theoretical Basis

In this section, the necessary background of the main topics required for understanding the contents of
this research is presented. First, we define the unsupervised feature selection problem. Then, the main
approaches in unsupervised feature selection are presented. After, a brief description of the most popular
clustering algorithms for mixed data is given. Finally, we discuss the measures and strategies commonly
used to assess unsupervised feature selection methods.

2.1 Unsupervised Feature Selection

In the supervised classification, feature selection methods maximize some objective function linked to
class prediction. In this context, since class labels are available, it is natural to keep only the features
that are related to or lead to these classes. However, in unsupervised classification, we are not given class
labels, in fact, the goal is to find groups (also known as clusters). Therefore, the following questions arise:
which features should we keep? Why not use all the information that we have? The problem is that not
all the features are important or relevant. Some of the features may be redundant, and some others may be
irrelevant [5, 16].

According to [4], a relevant feature (also known as a consistent feature) contains information about the
objective concept2, and therefore, in unsupervised classification, it helps to find good cluster structures in
the data. Conversely, an irrelevant feature does not allow to distinguish good cluster structures in the data.
To clarify this, in Figure 1a an example of relevant and irrelevant features is shown. In this figure, we can
see that F1 is a relevant feature because it can separate the data; as it can be seen when the data are projected
to its respective axis. On the contrary, F2 is an example of an irrelevant feature because it by itself is unable
to separate the data, as we can see in its projection.

2 In the case of unsupervised (clustering) tasks, this concept is closely linked to those features that reveal interesting and natural
structures underlying the data [16].
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On the other hand, a redundant feature refers to a feature that is relevant for discovering cluster structures
in the data. But if it is removed from the data, it has not negative effect due to the existence of another feature
(or set of features) that provides the same information (see Figure 1b). Redundant features unnecessarily
increase the dimensionality, and therefore they can be removed [5]. Furthermore, it has been empirically
shown that removing redundant features can result in significant performance improvement [9].

2.1.1 Formal problem statement

According to [52–54], a good feature selection method should select a subset of features that are not only
individually relevant but also with low redundancy. Therefore, the unsupervised feature selection problem
can be formulated as follows:

Given a collection of m objects X = {x1,x2, . . . ,xm}, described by a set of n features T = {F1, F2,
. . . , Fn} possibly of different type (mixed data). Unsupervised feature selection consists in identifying a
subset of features T ′ ⊆ T , without using class label information, such that T ′ does not contain irrelevant
and/or redundant features, and good cluster structures in the data can be obtained or discovered.

2.1.2 Approaches

Similar to feature selection for supervised classification, unsupervised feature selection methods can be
categorized in three main approaches [55]: filter, wrapper, and hybrid.

Methods based on the filter approach select features based only on the intrinsic properties of the data,
such as the variance of features, similarity among features, consistency, entropy, etc. A typical filter method
is composed by two components (see Figure 2); a feature search strategy and a feature evaluation criterion.
In the feature search strategy, a feature subset is generated, and then, this is evaluated through some intrinsic
quality measure. This process ends until some pre-established stop criterion is met. As it can be seen, these

F1

F2

(a) Relevant and irrelevant features

F3

F4

(b) Redundant features

Figure 1: Relevant, irrelevant and redundant features.
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methods are very simple, and unlike methods based on the wrapper approach they do not need a clustering
algorithm for finding relevant features; consequently they tend to be faster and scalable.

According to [55], filter methods can be classified as univariate and multivariate. Univariate methods
evaluate each feature in order to get an ordered list (ranking). These methods can effectively identify and
remove irrelevant features, but they are unable to remove redundant ones because they do not take into
account possible dependencies between features. On the other hand, filter multivariate methods assume
that the dependent features should be discarded, being the independent ones the most relevant. These later
methods can handle redundant and irrelevant features.

Search
strategy

Feature subset Feature
evaluation
criterion

All features

Criterion value

Selected/ranked features

Figure 2: Filter approach for unsupervised feature selection.

On the other hand, methods based on the wrapper approach evaluate feature subsets depending on their
performance under a specific clustering algorithm. As it is shown in Figure 3, a typical unsupervised feature
selection method based on the wrapper approach consists of three basic components, namely, a search
strategy, a clustering algorithm, and a feature evaluation criterion. In the first component, a candidate
feature subset is generated based on a given search strategy, then in the second component, a clustering
algorithm is applied to the data described by the candidate feature subset. In the final component, clusters
are evaluated according to a feature evaluation criterion. The subset that best fits the evaluation criterion
will be chosen from all the candidates that have been evaluated. These methods usually obtain good feature
subsets. However, the main disadvantages of these methods are that they usually have a high computational
cost, and they have to be applied in conjunction with a particular clustering algorithm.

According to [2], methods based on the wrapper approach can be divided into two broad categories;
sequential and bio-inspired. In the former, features are added or removed sequentially, but they tend to be
trapped in local optimal solutions. The latter, on the other hand, try to incorporate randomness into their
search procedure for escaping from these local solutions.

Search
strategy

Feature subset Clustering
algorithm

Feature
evaluation
criterion

All features Clusters

Criterion value

Selected features

Clusters

Figure 3: Wrapper approach for unsupervised feature selection.

Finally, methods based on the hybrid approach try to exploit the advantages of both, filter and wrapper,
approaches, with the aim of obtaining a reasonable compromise between efficiency (computational effort)
and effectiveness (good feature subsets). A typical hybrid method goes through the following steps: (1) it
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employs a filter criterion to select different candidate subsets or to produce a feature ranking. Then, (2) it
evaluates the quality of clustering for each candidate subset or some feature subsets based on the feature
ranking. In the final step, (3) the subset with the highest clustering quality is selected. Algorithms belonging
to the hybrid approach usually produce better clustering quality than those of the filter approach, but, they
are less efficient. Compared to the wrapper approach, the hybrid methods are much more efficient [56], but
they usually produce lower quality solutions.

2.2 Clustering algorithms for mixed data

Given a data sample, the objective of clustering is to group similar objects together. Generally, the
clustering algorithms can be classified as partitional and hierarchical. Partitional clustering provides one
level of clustering. Hierarchical clustering, on the other hand, provides multiple levels (a hierarchy) of
clustering solutions. There are several algorithms for performing clustering, a survey of these algorithms
can be found in [57, 58].

Since one of the tasks involved in this research proposal is the clustering of mixed data, in this section,
we briefly present two popular partitional clustering algorithms for this kind of data: k-prototypes and finite
mixture model clustering.

2.2.1 k-prototypes

The k-prototypes algorithm [59] is a clustering algorithm designed to cluster mixed datasets. This algorithm
is based on the idea of k-means [60].

Let X be a mixed dataset containing m objects, each one described by n features. Without loss of
generality, we assume that the first p features are numerical and the last n − p features are non-numerical.
The distance between two objects x and y in X can be defined as [59]:

Dmix(x,y, β) =

p∑
i=1

(xi − yi)2 + β

n∑
i=p+1

δ(xi, yi) (1)

where xi and yi are the ith component of x and y respectively, β is a balance weight used to avoid favoring
either type of attribute, and δ(·, ·) is the simple matching distance defined as

δ(xi, yi) =

{
0 if xi = yi

1 if xi 6= yi

The objective function that k-prototypes tries to minimize is defined as

Pβ =
k∑
j=1

∑
x∈Cj

Dmix(x,µj , β) (2)

where Dmix(·, ·, β) is defined in (1), k is the number of clusters, Cj is the jth cluster, and µj is the center
or prototype of the cluster Cj .

To minimize the objective function defined in (2), the algorithm iteratively updates the cluster member-
ships given the cluster centers, and updates the cluster centers given the cluster memberships until a stop
condition is met.

8



At the beginning, the k-prototypes algorithm initializes k cluster centers by randomly selecting k distinct
objects from the dataset. Suppose µ(0)

1 ,µ
(0)
2 , . . . ,µ

(0)
k are the k initial cluster centers. The k-prototypes

algorithm updates the cluster memberships γ1, γ2. . . . , γm as follows:

γ0i = argmin
1≤j≤k

Dmix(xi,µ
(0)
j , β), (3)

where Dmix(·, ·, β) is defined in (1).
Once the cluster memberships have been updated, the algorithm proceeds to update the cluster centers as

follows:
µ
(1)
jh =

1

|Cj |
∑
x∈Cj

xh, h = 1, 2, . . . p

µ
(1)
jh = modeh(Cj), h = p+ 1, p+ 2, . . . , n,

(4)

where Cj = {xi ∈ X : γ
(0)
i = j} for j = 0, 1, . . . , k, and modeh(Cj) is the most frequent non-numerical

value of the hth feature in cluster Cj . The k prototypes algorithm repeats the above steps until the cluster
memberships do not change or the maximum number of iterations is reached.

2.2.2 Finite mixture models

A finite mixture model assumes that a dataset X = {x1,x2, . . . ,xm} with m objects is generated from a
mixture of k component density functions, in which p(xi|θj) represents the density function of component j
for j = 1, 2, . . . k, where θj is the parameter (to be estimated) for cluster j. The probability density function
for an object xi is expressed by

p(xi) =

k∑
j=1

αjp(xi|θj) (5)

where the αj are the mixing proportions of the components (subject to αj ≥ 0 and
∑k

j=1 αj = 1). The
log-likelihood of X is then given by

L(Θ|X) =
m∑
i=1

ln
k∑
j=1

p(xi) (6)

where Θ is the set containing the mixture parameters θj . For optimizing (6), it is necessary to estimate
Θ. This optimization is commonly achieved applying the Expectation-Maximization (EM) [61] algorithm
which allows finding a (local) maximum likelihood or maximum a posteriori (MAP) estimate of the pa-
rameters for the given dataset. The EM algorithm iterates between an Expectation-step (E-step), which
computes the expected complete data log-likelihood given the observed data and the model parameters, and
a Maximization-step (M-step), which estimates the model parameters by maximizing the expected com-
plete data log-likelihood from the E-step, until convergence. The clustering solution that we obtain in a
mixture model is “soft” because we obtain an estimated cluster membership (i.e., each object belongs to all
clusters with some probability of belonging to each cluster), in contrast to k-prototypes which provides a
“hard”-clustering solution (i.e., each object only belongs to a single cluster).

Mixture-based models can deal with different types of features [4]. A Gaussian distribution is typically
used for numerical features and multinomials for non-numerical features (Gaussian-multinomial mixture)
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[62]. A more thorough description of clustering using Gaussian-multinomial finite mixture models can be
found in [63–66].

2.3 Performance Evaluation

There are two standard ways to assess the performance of unsupervised feature selection methods [17]:
in terms of clustering results and in terms of supervised classification results. For assessing clustering
results, the clustering accuracy (ACC) and the Normalized Mutual Information (NMI) evaluation measures
are commonly used. These evaluation measures are defined as follows:

Denoting by qi the label computed by a clustering algorithm and by pi the true label of xi. ACC [67] is
computed as follows:

ACC =

∑m
i=1 δ(pi,map(qi))

m
(7)

where m is the total number of objects and δ(x, y) = 1 if x = y; otherwise δ(x, y) = 0. map(qi) is a
mapping function that permutes clustering labels to get the best match with the true labels. ACC values
range from 0 to 1 where larger ACC means a better clustering.

Given the clustering results and the true labels P and Q, respectively, NMI [67] is defined as

NMI =
I(P,Q)

max{H(P ), H(Q)}
(8)

where H(P ) and H(Q) are the entropies of P and Q respectively, and I(P,Q) is the mutual information
[68] between P and Q defined as follows:

I(P,Q) =
∑

pi∈P,qj∈Q
p(pi, qj) · log2

p(pi, qj)

p(pi)· (qj)

where p(pi) and p(qj) are the probabilities that an object arbitrarily selected from the dataset belongs to the
clusters pi and qj , respectively, and p(pi, qj) is the joint probability that an arbitrarily selected object belongs
to the clusters pi and qj at the same time. Values of NMI range from 0 to 1. NMI reflects how identical or
independent are P and Q. Hence, better clusterings get larger NMI values.

Unsupervised
Feature selection

Feature subset/ranking

Clustering
algorithm

Reduced dataReduction of	data	
dimensionality

Evaluation

Cluster
assignments

Original data

Figure 4: Feature selection evaluation using the clustering results.
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To evaluate the performance of unsupervised feature selection methods in terms of clustering results, the
steps showed in Figure 4 are commonly followed. An unsupervised feature selection method is first applied
over the original dataset to select/rank features. Then, a clustering algorithm is applied over the reduced
data, and the clustering results are assessed through an evaluation measure. In these last two steps, because
in our experiments we will use k-prototypes and EM as clustering algorithms, and since these depend on
the initial centers, we repeat these algorithms k times with different initialization points and the average of
these results is reported.

On the other hand, for assessing the results of unsupervised feature selection methods regarding super-
vised classification results, the accuracy ACC (or error rate) of a classifier is commonly used. This evaluation
is performed as follows: the whole dataset is usually divided into two parts - a training set and a test set.
An unsupervised feature selection method is first applied on the training set to obtain a subset of relevant
features, but without using the class labels. Then after training the classifier using the training set on the
selected features, the test set on the selected features is used for assessing the classifier through its accuracy
or error rate. To get more reliable results a k-fold cross validation technique is usually applied, and the final
classification performance is reported as an average over the k folds. The higher the average classification
accuracy, the better the feature selection method. These evaluation steps are shown in Figure 5.

Unsupervised
Feature selection

Feature subset/ranking

Classifier
Reduced

training data

Reduced
testing data

Reduction of	data	
dimensionality

Evaluation

ClassificationTraining data

Test data

Original data

Figure 5: Feature selection evaluation using the classification results.

3 Related Work

In this section, we review the main unsupervised feature selection methods (filter, wrapper, and hybrid)
reported in the literature. For this, we will follow the taxonomy shown in Figure 6.

3.1 Filter approach

3.1.1 Univariate

One of the first works developed in this category was introduced by Dash et al. in [69]. In this work,
the authors introduced a new filter method called Sequential backward selection method for Unsupervised
Data (SUD). This filter-based method weighs features using a measure of “entropy of similarities”, which
is defined as the total entropy induced from a similarity matrix W , where the elements of W represent
the similarity of each pair of objects in the dataset. The similarities in W are calculated as follows: when
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Unsupervised feature selection

Filter Wrapper Hybrid

Sequential Bio-inspiredUnivariate Multivariate

Information Spectral/Similarity 

• Laplacian Score (He, et al., 2005)
• SPEC (Zhao and Liu, 2007)
• Liu et al., 2009
• Padungweang et al., 2009
• Garcia-Garcia and Santos-

Rodriguez, 2009

• SUD (Dash et al., 1997)
• Dash et al., 2002
• Varshavsky et al., 2006
• Devakumari and 

Thangavel, 2010
• Banerjee and Pal, 2014

• Dy and Brodley, 2004
• Law et al, 2004
• Hruschkaand Covoes, 2005
• Breaban and Luchian, 2011

• BFK (Hrushkaet al., 2005)
• Li et al., 2006

Bio-inspired Sparse learning Spectral/SimilarityStatistical based

• MRSF (Zhao et al., 2010)
• UDFS (Yang et al., 2011)
• JELSR (Hou et al., 2014)
• NDFS (Li and Tang , 2015)
• RSR (Zhang et al., 2016)

• FSFS (Mitra et al., 2002)
• Li et al., 2007

• MCFS  ( Cai et al., 2010)
• SPEC (Zhao and Liu, 2011)

• UFSACO (Tabakhi et al., 2014)
• IRFSACO (Tabakhi et al., 2015 )
• RRFSACO (Tabakhiet al., 2015)
• MGSACO (Tabakhi et al., 2015)

• ELSA (Kim et al., 2002, 2003)
• MOGA (Dutta et al., 2014)

• Dash and Liu, 2000a

Figure 6: Taxonomy of unsupervised feature selection methods.

all features describing the objects in the dataset are numerical, the similarities are calculated using the
exponential of the Euclidean distance metric; on the other hand, when the whole features in the dataset are
non-numerical, the Hamming distance is used. For mixed data, the authors recommend performing a feature
discretization before using the Hamming distance. The relevance of each feature is quantified using a leave-
one-out sequential backward strategy jointly with the entropy measure above mentioned. The final result is
a feature ranking ordered from the most to the least relevant feature. A later work based on this same idea
was introduced in [70], where the main difference regarding the first one, is that instead of getting a feature
ranking, a subset of features is selected using a forward selection search. Furthermore, the authors do not
mention that their method can be applied to mixed data.

On the other hand, in [71] an unsupervised feature selection method for numerical data called SVD-
Entropy is proposed. This method uses a measure based on the Singular Value Decomposition (SVD) of
the data matrix [72]. The basic idea of this method is to measure the entropy of the data according to their
singular values. When the entropy is low well-formed clusters are generated; by contrast, when the entropy
is high the spectrum is uniformly distributed. In this work, some strategies including simple ranking, forward
selection, and backward elimination were used. Two most recent works based on this measure of entropy
were introduced in [19, 73]. In these last works, it is tried to avoid some drawbacks of SVD-Entropy, such
as the weaknesses of forward selection and backward elimination searches, and the inability to distinguish
features having a constant value.

Another relatively recent unsupervised feature selection methods for numerical data that has won accep-
tance for its affectivity, robustness and scalability are those methods based on spectral feature selection [6].
Spectral feature selection is based on the spectral graph theory [74], linear algebra and mathematical opti-
mization. The general idea of spectral feature selection methods is to construct an affinity matrix W from
the data similarities. This matrix represents the local or global data structure depending on the number of
neighbors specified. Subsequently, from the affinity matrix, Laplacian or normalized Laplacian matrices
are generated, which have many useful properties for feature selection. The Laplacian matrices or their
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eigen-system associated are used by score functions to measure the relevance/consistency of each feature.
Examples of univariate methods based on this approach are SPEC [75], Laplacian Score [67] and its deriva-
tive methods [76–78]. Spectral feature selection has been also used in multivariate methods; some examples
are given in the following sub-section.

3.1.2 Multivariate

One of the most representative and referenced works in this category is FSFS (Feature Selection using Fea-
ture Similarity) introduced by Pabitra Mitra et al. in [79]. In this work, the authors introduced a measure
of dependency/similarity to reduce feature redundancy; this measure called Maximal Information Compres-
sion Index (MICI) is based on the variance-covariance between features. The method involves partitioning
the original set of features into clusters or groups, such that those features in the same cluster are highly
similar (using MICI), while those in different clusters are dissimilar. Partitioning of the features is done
based on the KNN principle. In the last stage, once the clusters are formed, FSFS selects only one feature
from each cluster to form the final feature subset. Likewise, following a similar idea, in [80] a hierarchical
method that tries to remove both redundant and irrelevant features is proposed. This method uses the MICI
index proposed in [79] to remove redundant features. Subsequently, an exponential entropy measure is used
to sort features according to their relevance. At the end, a non-redundant feature subset is selected using the
fuzzy evaluation index FFEI [81].

Recently several bio-inspired unsupervised feature selection methods based on swarm intelligence frame-
work [82, 83] have been proposed. In [84], a method based on this idea called Unsupervised Feature Selec-
tion based on Ant Colony Optimization (UFSACO) is proposed, whose main objective is to select feature
subsets with low redundancy. In this work, first of all, the search space is represented as an undirected
graph completely connected; where the set of nodes represent each feature and the weight of each edge
denotes the similarity between nodes. This similarity is calculated using cosine similarity function, where
the authors follow the idea that if two features resemble this similarity, then the features are redundant. Each
node in the graph has a desirability measure associated called pheromone, which is updated by agents (ants)
in function of its current value, a pre-specified decay rate, and the number of times that a given feature is
selected by any agent. The complete procedure is performed as follows: at the beginning, a constant amount
of initial pheromone to each node is assigned, then, the agents randomly placed in each node traverse the
graph according to a transition rule (greedy and probabilistic) and a maximum number of nodes to visit.
The transition rule that moves an agent from a node u to the other v is in function of the pheromone value
of v and the inverse of the similarity measure between u and v, so the agents prefer high pheromone values
and low similarities. The agents traverse the graph iteratively following the transition rule above mentioned
until a pre-specified stop criterion (number of iterations) is reached. Finally, those features with the highest
pheromone value are selected. Thus, it is expected to select feature subsets with low redundancy. Other
three methods based on this idea are MGSACO [85], IRFSACO, and RRFSACO [54]. The difference is that
these methods while minimizing redundancy between features, also aim to maximize the relevance.

Other multivariate feature selection methods that have received much attention in the last years due to
their good performance and interpretability [17] are those based on sparse learning. Sparse learning [86]
refers to that collection of learning methods that seek a trade-off between some goodness-of-fit measure
and sparsity of the result, the latter property is used in many supervised and unsupervised feature selection
methods. The general idea of feature selection methods based on sparse learning is to minimize fitting errors
along with some sparse regularization terms. The sparse regularization forces some feature coefficients to
be small or exactly zero; then the corresponding features can be simply eliminated. Examples of methods
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based on this idea are: RSR [87], UDFS [88] NDFS [89, 90], JELSR [91, 92] and MRSF [93].
Finally, some methods based on multivariate spectral feature selection combined with sparse learning

have also been developed, an example of these methods is introduced by Cai et al. in [94], where an
unsupervised feature selection method to measure the correlation between features called Multi-Cluster
Feature Selection (MCFS) is proposed. MCFS consists of three steps: (1) the spectral clustering step, (2)
sparse coefficient learning step and (3) feature selection step. In the first step, spectral clustering is applied
on the dataset to detect the multi-cluster structure of the data. In the second step, since the embedding of the
data is known, through of the first k eigenvectors of the Laplacian matrix MCFS measures the importance
of a feature by a regression model with a L1-norm regularization [95]. In the third step, after solving
the regression problem, MCFS selects d features base on the coefficients obtained through the regression
problem. Another unsupervised feature selection method based on spectral feature selection and sparse
learning is described in [6], which shows how to extend the univariate method SPEC [75] to multivariate,
making this method capable of removing redundant features.

3.2 Wrapper approach

3.2.1 Sequential

One of the most outstanding works in this category was introduced by J. G. Dy and C. E. Brodley in [16]. In
this work two feature selection criteria were examined: the criterion of maximum likelihood ML (Maximum
Likelihood) and the scatter separability criterion (criterion of trace TR). The basic idea of this method is to
search through the space of subsets of features, evaluating each candidate subset as follows: Expectation
Maximization (EM) [61] or k-means [60] algorithms are performed on the data described by each candidate
subset. Then, the obtained clusters are evaluated with the ML or TR criteria. The method uses a forward
selection search for generating subsets of feature that will be evaluated as described above. The algorithm
ends when the change in the value of the used criterion is smaller than a given ε.

Another important work in this category was proposed by Martin H. C. Law et al. in [96]. In this method,
the authors assume that features are conditionally independent given the class. The method proposes a
strategy to cluster data using the EM algorithm, which was modified to find simultaneously the parameters
of the density functions that model the clusters, as well as a set of real values (one for each feature) called
“feature saliences” that quantify the relevance of each feature. Features are selected based on these feature
saliences values (high feature saliences values are preferred), and the method returns the selected subset of
features jointly with the clusters.

In [97] a method where a new optimization criterion that minimizes and maximizes the intra-cluster and
inter-cluster inertias, respectively, is proposed. This criterion according to the authors, in most cases is
unbiased w.r.t. the number of clusters. The criterion simultaneously provides both a ranking of relevant
features and an optimal partition.

Finally, in [98], a method for feature selection called SS-SFS (Simplified Silhouette-Sequential Forward
Selection) is proposed. The idea of this method is to select a feature subset that provides the best quality
according to the simplified silhouette criteria. In this method, a forward selection search for generating
subsets of features is used. Each feature subset is used to describe the data; then the data are clustered using
the k-means clustering algorithm. After the clusters are evaluated by the simplified silhouette criterion, and
finally the feature subset that maximizes this criterion is selected.
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3.2.2 Bio-inspired

Two representative works in this category are those proposed by YongSeog Kim in [99, 100], where an
algorithm of evolutionary local selection (ELSA) to search feature subsets as well as the number of clusters
using the clustering algorithms k-means and Gaussian mixture was proposed. Each solution provided by
the clustering algorithms is associated with a vector whose elements represent the quality of the evaluation
criteria, which are based on the cohesion of the clusters, inter-class separation, and maximum likelihood.
Those features of the subset that optimize the objective functions in the evaluation stage are selected as the
final result.

Another more recent work, also based on an evolutionary algorithm, is introduced by Dipankar Dutta et
al. in [101]. In this work, feature selection is performed while the data are clustered using a multi-objective
genetic algorithm (MOGA). The basic idea of this method is to minimize intra-cluster distance (uniformity)
and maximize inter-cluster distance (separation) through a multi-objective fitness function. For optimizing
this fitness function, the authors employs k-prototypes [59, 102] as clustering algorithm. Therefore, this
method can handle both numerical and non-numerical features (mixed data). In the final stage, this method
returns the feature subset that optimizing the fitness function jointly with the clusters.

3.3 Hybrid approach

Dash and Liu introduced one of the first unsupervised hybrid feature selection methods in [103]. This
method is based on the entropy measure proposed in [69] (filter stage), jointly with the internal scatter
separability criterion [16] (wrapper stage). In the filter stage, the authors apply the following search strategy
for feature ranking: each feature, in the whole set of features, is removed in turn, and the entropy generated
on the data set is calculated. This produces a list of features sorted in according to the degree of disorder that
each feature generates when it is removed from the whole set of features. Once all features are sorted, in
the wrapper stage, a forward selection search is applied jointly with the k-means algorithm in order to build
clusters which are evaluated by a scatter separability criterion. At the end, the method selects the subset of
features that provides the highest value for the separability criterion. According to the authors, this method
can be applied to mixed data by performing a discretization of the numerical features before the use of a
similarity measure based on the Hamming distance. Finally, It is also worth mentioning that this method
performs random sampling of objects, resulting in a loss of information.

Another hybrid method also based on feature ranking was proposed by Yun Li et al. in [104]. In this
method, the authors combine an exponential entropy measure with the fuzzy evaluation index FFEI [81] for
feature ranking and feature subset selection respectively. The method employs sequential search considering
subsets of features based on the generated ranking, by using the fuzzy evaluation index as quality measure.
Finally, in the wrapper stage, the fuzzy-c-means algorithm and the scatter separability criterion are employed
to select a “compact” subset of features.

Finally, in [105] a hybrid method called BFK which combines k-means and a Bayesian filter for feature
selection is proposed. This method, unlike the above, at the initial stage begins with the wrapper stage, by
running the k-means clustering algorithm on the data set with a range of clusters specified by the user. The
clusters are evaluated with the simplified silhouette criterion and that one with the highest value is selected.
Subsequently, in the filter stage, to select a subset of features a Bayesian network is built, where each cluster
represents a class, the nodes represent features, and the edges represent the relationships between features.
Finally, using the concept of Markov blanket a feature subset is selected.
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3.4 Concluding remarks

From the review on unsupervised feature selection methods reported in the literature, we can see that,
there are no studies addressing the problem of unsupervised feature selection specifically for mixed data.
And those mentioning that the proposed unsupervised feature selection method can be applied for mixed
data, as SUD in [69] and Dash and Liu in [103], have the following limitations:

a) Although they use different distance measures for each type of feature (Euclidean for numerical features
and Hamming for non-numerical ones); for handling mixed data, they recommend performing a pre-
liminary discretization of numerical features. Which, as we have already mentioned, results in loss of
information and a high dependence on the used discretization technique [47].

b) The method proposed by Dash and Liu [103] optimizes an internal validation index, which biases the
method towards trivial solutions because it suffers from the so-called “Bias of Criterion Values to Di-
mension” [16].

c) In Dash and Liu [103] random sampling of objects is performed, however, according to [7], this type
of sampling is not a good choice, because relevant information could be ignored, and additionally the
quality of the algorithms may change unpredictably and significantly.

Finally, MOGA [101] due to its meta-heuristic approach based on populations requires the tunning of
several parameters (percentage of mutation, crossover rate, the number of iterations, etc.). Moreover, it is
also worth mentioning that this algorithm was not proposed exclusively for feature selection, but rather its
main objective is clustering, suffering also of the Bias of Criterion Values to Dimension since it also uses an
internal validation index for clustering and feature selection.

Table 1: Characteristics of unsupervised feature selection methods for mixed data.

Feature	selection	 method Bias	of	Criterion	
Values	to	Dimension

Can	handle
mixed	data?

A	priori	
discretization

Selects relevant
features

Eliminates	
redundant	 features

MOGA	(Dutta	et	al.	2014) Yes Yes No Yes No

Dash	and	 Liu,	 2000 Yes No Yes Yes No

SUD	(M.	Dash	et	al,	1997) No No Yes Yes No

Research	proposal No Yes No Yes Yes

As we can see, these methods do not solve the unsupervised feature selection problem for mixed data, in
addition they have several characteristics that adversely affect the quality of their results. So it is important
to propose new methods that pose a solution to these problems. To conclude this section, in Table 1 we can
see a comparative of the main differences between the method to be developed in this Ph.D. research and the
unsupervised feature selection methods for mixed data mentioned before. In this table, it is possible to ap-
preciate that the method to be developed in this research will work with mixed data without a preprocessing
stage, in contrast to SUD and the method proposed by Dash and Liu [103] that perform an a priori feature
discretization. Also, unlike other methods, our method will eliminate redundant features and, in the case of
using an internal validation index for feature subsets evaluation, we will include a solution to mitigate the
Bias of Criterion Values to Dimension.
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4 Justification and Motivation

As we have previously stated, there are several real-world applications where data are described by both,
numerical and non-numerical features, that is, mixed data; and in many cases, these data are not labeled
(unsupervised data). However, as we have seen in the related work section, the development of unsupervised
feature selection methods for mixed data has been little explored. To the best of our knowledge, in the
literature, only three works raise the possibility of processing mixed data. However, as we have already
discussed, two of these methods perform an a priori discretization of numerical features. Meanwhile, the
third work is not really a feature selection method, because its primary objective is data clustering.

In view of the above mentioned, in this Ph.D. research, we will introduce a new unsupervised feature
selection method for mixed data.

5 Ph.D. Research Proposal

In this section, we address the problem to be solved, the research questions, hypothesis, objectives, the
expected contributions, the methodology, the publication plan and the schedule of activities.

5.1 Problem to be solved

The problem to be solved in this Ph.D. research is to develop a new unsupervised feature selection method
for mixed data, which outperforms the methods reported in the literature. This raises some serious difficul-
ties, which are listed below:

1. In unsupervised feature selection, there is not a measure to assess the relevance of a feature (or a
feature subset) in mixed datasets. Therefore new mechanisms for identifying relevant features in this
kind of data should be introduced.

2. For identifying redundant features, a pairwise comparison between features is commonly performed.
However, if the features are of different type, it is not clear how to determine redundant features.

3. Simultaneously identifying relevant and non-redundant feature subsets in unsupervised mixed data
has not been studied.

5.2 Research questions

From the difficulties above commented, the following research questions emerge:

Q1. How to quantify the relevance of a feature (or a feature subset) in unsupervised mixed datasets?

Q2. How to identify redundant features in unsupervised mixed datasets?

Q3. How to select relevant and non-redundant features in unsupervised mixed datasets?

5.3 Hypothesis

In our research, we consider the following hypothesis:

It is possible to find a subset of relevant and non-redundant features in unsupervised mixed datasets.
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5.4 Objectives

Following our hypothesis, to solve the research questions we established the following objectives.

5.4.1 Main objective

Propose a new unsupervised feature selection method that can select a subset of relevant and non-redundant
features in mixed data, which outcomes statistically better results than state-of-the-art methods.

5.4.2 Specific objectives

• Propose a quality measure to evaluate how relevant a feature (or a feature subset) is in unsupervised
mixed datasets.

• Propose a measure to evaluate redundancy between features in unsupervised mixed datasets.

• Propose a way for combining redundancy and relevance measures for selecting features in unsuper-
vised mixed datasets.

• Develop a new unsupervised feature selection method for mixed data such that the results, in terms of
classification, be statistically better than the state-of-the-art methods.

5.5 Methodology

To carry out our specific objectives, the following methodology is proposed:

I. Select, collect and critically analyze the related works reported in the literature.

II. Data generation and collecting.

1. Collect and pre-process real-world datasets from different sources to evaluate the performance of
the unsupervised feature selection method developed in this research.

2. Generate synthetic datasets with different characteristics to evaluate the performance of the pro-
posed method in controlled situations. These datasets will be generated following the most com-
monly used guidelines in feature selection [16, 96, 106] and clustering [107].

III. Develop a strategy for identifying and selecting relevant features in unsupervised mixed datasets, for
doing this, we will follow the next steps:

1. First, we will analyze and evaluate the possibility of using or extending the ideas employed by
the reported supervised feature selection methods for mixed data in an unsupervised context. At
this point, we will explore among others: Information theory [43, 47, 108–110], Testor’s theory
[111, 112], Rough set theory [113–118], and the decision tree approach [119].

2. Develop a way to assess feature subsets and/or individual features based on the most effective and
important approaches used for identifying relevant features in unsupervised feature selection. At
this point, we will address, among others, the following lines of research:
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a) Spectral feature selection. In this approach, we consider proposing new algorithms to construct
a good data representation through a kernel matrix [120] (which is necessary for constructing
Laplacian matrices). In this step, we will evaluate the performance of some kernel functions
[42,121] and distance measures, such as those described in [122–125], that have been developed
for mixed data. Also, we will explore new score functions to measure the relevance of a feature
following this approach.

b) Decision trees. Here, we will propose a way for evaluating features individually using split
evaluation measures and strategies used in unsupervised decision trees [126,127] for identifying
relevant features in mixed data.

c) Information theory. In this approach, initially, we will propose a way for evaluating feature
relevance in unsupervised mixed datasets using measures from information theory [68] such as
entropy, mutual information, or conditional mutual information.

3. Propose a new method for identifying and selecting relevant features in unsupervised mixed data
based on the experience obtained from points III1 and III2.

4. Implementing the main unsupervised feature selection methods of the approaches mentioned above
for identifying relevant features.

5. Testing, comparing results, analysis, and feedback of the approaches and methods analyzed in the
points III1, III2, III3, and III4 as well as the new ideas generated from these steps.

IV. Develop a strategy for identifying redundant features in unsupervised mixed datasets, for this, the next
steps will be followed:

1. Analyze and evaluate the possibility of extending, to the unsupervised context, the strategies used
in supervised feature selection for identifying redundant features in mixed data. For doing this, we
will explore some strategies used in Game Theory [128, 129] and Information Theory [10, 11].

2. Develop a way to assess feature redundancy in mixed datasets following ideas from the most ef-
fective and robust multivariate strategies used for eliminating redundant features in unsupervised
numerical datasets. At this point, we will address three main approaches:

a) Multivariate spectral feature selection. It is planned to develop a mechanism for identifying
redundant features using the kernel matrices constructed in point III(2)a applying the spectral
feature selection approach in a multivariate way [6].

b) Sparse learning approach. Develop an evaluation mechanism based on the sparse learning
[87,93] approach to identify redundant features in mixed data, modeling the feature selection as
a loss minimization problem using the similarity matrix constructed in point III(2)a.

c) Statistical approach. Evaluate non-parametric and functional dependence methods [7] for mea-
suring the similarity (correlation) between features in mixed data.

3. Based on the experience obtained from points IV1 and IV2, proposing a new algorithm for identi-
fying and eliminating redundant features in unsupervised mixed data.

4. Implementing the main unsupervised feature selection methods of the approaches mentioned above
for eliminating redundant features.

5. Testing, comparing results, analysis, and feedback of the approaches and methods analyzed in the
points IV1, IV2, IV3, and IV4 as well as the new ideas generated in these steps.
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V. Proposing a new unsupervised feature selection method for identifying and selecting relevant and non-
redundant features in mixed datasets. For this, we will proceed as follows:

1. Propose a strategy to combine the results obtained at points III and IV for selecting a feature subset.
In this step, filter, wrapper, and hybrids approaches will be explored considering, among others, the
following combination options:

a) Sequential combination. Propose an algorithm for generating and evaluating feature subsets
using the measures of relevance and redundancy developed in the points III and IV, considering
some sequential or bio-inspired search strategies.

b) Joint combination. Propose an algorithm that allows the interaction between III and IV for a
joint search of relevant and non-redundant features. Additionally, we will look for a function
that simultaneously quantifies the relevance/redundancy of the features in mixed data.

2. Testing, comparison of results, analysis, and feedback.

VI. Experimental evaluation.

1. Develop a platform for feature selection, which allows doing the evaluation, and comparative study
of unsupervised feature selection methods.

2. Evaluate and compare the proposed unsupervised feature selection method against state-of-the-art
methods. For this evaluation and comparison, we will follow two standard forms of assessment of
unsupervised feature selection methods:

a) In terms of the clustering quality [27, 90, 94, 130–132]. In this context, we will use the most
common evaluation measures in unsupervised classification such as ACC, NMI or the Jaccard
coefficient, over the results of a clustering algorithm like k-prototypes or finite mixture models;
working over the selected subset of features.

b) In terms of classification quality using supervised learning algorithms [54, 75, 84, 85, 87], such
as Support Vector Machines, Random-Forest, k nearest-neighbor, Naive Bayes, and Decision
Trees; working over the selected subset of features.

A diagram of this methodology is shown in Figure 7.

5.6 Expected contributions

The expected contributions of this research include:

• A new unsupervised feature selection method for mixed data.

• A new measure to assess feature relevance in unsupervised mixed data.

• A new measure to quantify the redundancy between features in unsupervised mixed data.

5.7 Publication plan

The publication plan of this research is as follows:

1. A review of unsupervised feature selection methods. This will be sent to Artificial Intelligence review.
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Figure 7: General diagram of the proposed methodology.

2. An article in a JCR Journal reporting how to identify and select relevant features in unsupervised
mixed datasets. This will be sent to Pattern Recognition or Expert Systems with Applications.

3. An article in a JCR Journal reporting a way to identify and eliminate redundant features in unsuper-
vised mixed datasets. This article will be sent to Pattern Analysis and Applications or Knowledge and
Information Systems.

4. An article in a JCR Journal reporting a new unsupervised feature selection method for mixed data
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that eliminates redundant features and selects the most relevant ones. This article may be sent to
NeuroComputing. or Knowledge-Based Systems.

5. We also plan to send articles to refereed international conferences (for example: MCPR, CIARP,
and/or MICAI) reporting intermediate results.

5.8 Schedule

Table 2 shows the schedule for this Ph.D. research.

Table 2: Schedule of activities.

No. 2016 2017 2018 2019
1 2 3 1 2 3 1 2 3 1 2 3

1
Collection	and	analysis	of	the	literature	(Point	I	of	the	
methodology)

2 Collection	and	generation	of	mixed	datasets
3 Developing	preliminary	results
4 Writing	the	PhD.	research	proposal
5 Public	defense	of	the	PhD.	research	proposal

6
Critical	study,	analysis	and	exploration	of	the	most	effective	and	
important	approaches	used	for	identifying	relevant	features	
(Point	III	of	the	methodology).

7
Develop a	strategy	for	identifying	and	selecting	relevant	features	
in	mixed	data	sets	

8
Critical	study	and	analysis	of	feature	selection	approaches	for	
identifying	redundant	features	(Point	IV	of	the	methodology)

9
Develop a	strategy	to	identifying	and	eliminating	redundant	
features	in	mixed	data

10
Propose	an	unsupervised	feature	selection	method	for	mixed	
data	that	eliminates	redundant	features	and	selects	the	relevant	
ones (Point	V	of	the	methodology)

11 Experimental	evaluation	(Point	VI	of	the	methodology)
12 Writing of	the	PhD.	thesis	document
13 Writing	and	submitting	articles	to	journals	or	conferences
14 Revisions	of	the	PhD.	thesis	document	(advisors)
15 Delivery	of	the	PhD.	thesis	document	to	the	PhD.	committee
16 Thesis	corrections
17 Public	defense	of	the	results	of	this	PhD.	research

Period of time In progress PhD. defense

Activity Quarter
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6 Preliminary Results

This section presents the preliminary results obtained following the methodology described in subsection
5.5. Section 6.1 presents a new filter unsupervised feature selection method for mixed data, and Section 6.2,
we present our experimental results over real and synthetic datasets.

6.1 A new filter unsupervised spectral feature selection method for mixed data

Given a collection of m objects XT = {x1,x2, . . . ,xm}, described by a set of n features T = {F1, F2,
. . . , Fn}, and a m×m similarity matrix W , containing the similarities wij ≥ 0 between all pairs of objects
xi and xj . According to the spectral clustering theory [74, 133, 134], we can obtain structural information
(cluster structure) fromXT , by studying the eigensystem of the Laplacian matrix derived fromW . Based on
this knowledge, spectral feature selection [6] is a relatively new and effective feature selection framework
that uses the similarity matrix W , the Laplacian matrix, and the eigen-system of the Laplacian matrix for
finding relevant features through the features’ consistency. Nevertheless, to quantify the feature relevance in
mixed data using the theoretical bases of this feature selection framework, two important problems must be
solved: 1) a way of quantifying the objects’ similarities in mixed data must be proposed. 2) in mixed data,
there is no way to measure the consistency of a non-numerical feature against the Laplacian matrix or its
eigenvectors (as it is usually done). To address these problems we propose the following:

1. Build a similarity matrix W through a kernel function capable of quantifying the similarity between
objects in mixed datasets. With this, in addition to employing an effective and widely used approach
in the context of unsupervised learning for describing relationships among objects, we also provide a
mechanism for abstracting the feature type in mixed data.

2. Because the structural information of the data is contained in the spectrum of the Laplacian matrix,
and since the spectrum is independent of the type of features in the dataset (because the spectrum is in
function of theW matrix). We propose measuring the consistency (relevance) of each feature through
a feature relevance evaluation measure based on the spectrum of the Normalized Laplacian matrix L
derived from the similarity matrix W together with a leave-one-out feature elimination strategy. The
idea is to quantify the variation of the distribution of the spectrum in such a way that depending on
that variation; we can measure the consistency of each feature Fi ∈ T .

Below, these points are explained in detail.

6.1.1 The similarity matrix

A m × m object similarity matrix W = w(i, j) = wij , contains the similarity between the objects in a
dataset XT . In this matrix , the elements wij represent the similarity between the object xi and the object
xj , which can be viewed as the weight on the edge connecting the ith and jth data points in a graph G.
The number of edges on G depends on the type of the graph that we want to model, such as the k-nearest
neighbor or the fully connected graph [133]. To model the global structure of the data, we construct the
fully connected graph, and we take W as the adjacency matrix of G.
W is also called as affinity or kernel matrix, a positive semi-definite matrix where it holds that ∀z ∈ Rm,

zᵀWz ≥ 0. For building the matrix W , we propose to use the clinical kernel [121], which assumes that
all features are equally important in the original space. We selected this kernel because it has shown good
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results for classifying mixed data [42, 135]. The clinical kernel averages univariate sub-kernels for each
feature as follows:

wij = K(xi,xj) =
1

n

n∑
p=1

k(xip, xjp) (9)

where k(a, b) = 1− distF (a, b), being distF (a, b) any metric that can handle different types of features.

6.1.2 The Normalized Laplacian matrix and its spectrum

Let d denote the vector: d = {d1, d2, . . . , dm}, where di =
∑m

k=1wik. The degree matrix D of the graph
G is defined as D(i, j) = di if i = j, and 0 otherwise. di can be interpreted as an estimation of the density
around xi. The Laplacian (L) and the Normalized Laplacian (L) matrices are defined as:

L = D −W

L = D−
1
2LD−

1
2

(10)

where D−
1
2 is the reciprocal square root of D whose diagonal entries are the reciprocals of the positive

square roots of the diagonal entries of D. Finally, the spectrum SL of the Normalized Laplacian matrix L is
defined as:

SL = (λ1, λ2, . . . , λm) (11)

where λ1 ≤ λ2 ≤ . . . ≤ λm are the eigenvalues of L arranged in ascending order. In this spectrum, the
eigenvalue λ1 is always equal to 0 [74], and together with its corresponding eigenvector, they are called the
trivial eigenpair of L.
SL has two useful properties for feature selection. 1) the eigenvalues close to zero (i.e., the first non-

trivial eigenvalues of SL) quantify the consistency of their corresponding eigenvectors; in other words,
they quantify how well their corresponding eigenvectors can separate the data [6]. 2) when a dataset has a
separable cluster structure, the differences between elements in SL (also called eigengaps or spectral gaps)
are larger [133]. For illustrating these facts, in Figure 8 we show the distribution of the spectrum SL of a
synthetic3 mixed dataset composed by 600 objects, 44 relevant features, and six clusters. In Figure 8a, we
can see the spectrum of this dataset when it is described only by the 44 relevant features. While in Figure 8b,
we can observe the same dataset, but adding 20 irrelevant features. As can be seen in these figures, when we
added irrelevant features, the spectral gap between the first non-trivial eigenvalues of SL tend to be smaller.

The two properties above mentioned can help us to identify relevant features in the data. Therefore,
we propose to use these properties for introducing a new unsupervised feature selection method capable of
handling mixed data.

6.1.3 Identifying relevant features

As we have already commented, the cluster structure of the data can be quantified from the information
provided by the first eigenvalues4 of SL. Based on this fact, and also knowing that the first k+1 eigenvectors

3For details on how these datasets are generated, see Section 6.2.
4Except the eigenvalue λ1, which, as we have already mentioned, is always equal to 0.
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Figure 8: Distribution of the spectrum SL (100 non-trivial eigenvalues) of a synthetic mixed dataset.

of L describe an optimal partition on XT , separating the data in k clusters [6]. We define the spectral gap
score for XT , being k the number of clusters in XT , as follows:

γ(XT , k) =

k∑
i=2

k+1∑
j=i+1

∣∣∣∣λi − λjτ

∣∣∣∣ ; (12)

where τ =
∑k+1

i=2 λi is a normalization term. λi, i = 2, . . . k + 1 are the first k nontrivial eigenvalues of the
spectrum SL. Using this score, the bigger the gap of the first k + 1 eigenvalues of SL, the best is the cluster
structure defined in the data.

Based on (12), we propose quantifying the relevance of each feature Fi ∈ T , as follows:

ϕ(Fi) = γ(XT , k)− γ(XTi , k) (13)

where XTi denotes the dataset described by the set of features Ti, which contains all features except Fi. The
idea is to measure the contribution of the feature Fi in the definition of the cluster structure that might exist
in XT . As we can see, this feature evaluation measure results in two possible cases:

• Case 1. ϕ(Fi) > 0. In this case, Fi is a relevant feature, since when it is eliminated the spectral gap
decreases.

• Case 2. ϕ(Fi) ≤ 0. In this case, Fi is an irrelevant feature, since when Fi is removed from the dataset
the spectral gap is greater or equal than using all features.

Notice that ϕ(·) does not depend on the feature type. Therefore this feature relevance evaluation measure
can be applied over numeric and non-numeric features.

Our proposed method begins with the construction of the similarity matrix W from the original dataset
XT . From W , we construct the Normalized Laplacian matrix L along with its spectrum SL. Later, using
(12), the spectral gap score γ(XT , k) is computed. This procedure is repeated n times using a leave-one-out
feature elimination strategy over T to quantify the relevance of each feature Fi through (13). Finally, the
features in T are ranked from the most to the least relevant according to the values obtained by ϕ(·). The
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Input : X : m× n dataset, with m objects and n features
k: the desired number of clusters

Output: FRank, w: Feature ranking and feature weights

1 T = {F1, F2, . . . , Fn};
2 Build W , the similarity matrix from XT ;
3 Build L from W ;
4 Calculate the spectrum of L and get SL;
5 γT ← γ(XT , k);
6 for i← 1 to n do
7 Ti ← T\Fi;
8 Build W , the similarity matrix from XTi ;
9 Build L from W ;

10 Calculate the spectrum of L and get SL;
11 γTi ← γ(XTi , k);
12 w[i]← ϕ(Fi) = γT − γTi ;
13 end
14 Sort w in descending order and build FRank according this order;

Algorithm 1: Unsupervised Spectral Feature Selection method for Mixed data (USFSM).

pseudo-code of the proposed filter method, which we have called USFSM (Unsupervised Spectral Feature
Selection method for Mixed data), is shown in Algorithm 1.

6.1.4 Time complexity analysis

For analyzing the time complexity of USFSM for an XT with m objects, n features, and k clusters, we take
into account the following. In lines 2-5 as well as in lines 8-11 of the Algorithm 1 we need to perform the
next steps: Build W from XT that is O(nm2). Build L from W , which is O(m2). Calculate the spectrum
of L, which is O(m3). And finally, calculate γ(·, ·) that is O(k2). Then the time complexity of this part
(lines 2-5 or lines 8-11) is T2−5 = O(nm2) +O(m2) +O(m3) +O(k2) = O(m3).

Lines 8-11, which complexity is T2−5 are repeated n times, therefore we have a time complexity of
T6−12 = nT2−5 = O(nm3). The step 14 sorts n features which is T14 = O(nlog(n)) (using merge sort).
Therefore, the total time complexity for our method is:

TUSFSM = T2−5 + T6−12 + T14 = O(m3) +O(nm3) +O(nlog(n)) = O(nm3)

6.2 Experimental results

To evaluate the performance of USFSM, two types of experiments were carried out. In the first ex-
periment, the performance of the proposed method was evaluated in term of clustering results using two
clustering algorithms for mixed data: k-prototypes and Finite Mixed Models using EM as optimization al-
gorithm. The evaluation was performed according to the steps and validation measures (ACC and NMI)
described in Section 2.3. For ACC evaluation measure, the best match with the true labels was found us-
ing the Kuhn-Munkres5 algorithm [136]. In the second experiment, we evaluate our method in terms of

5http://www.cad.zju.edu.cn/home/dengcai/Data/code/hungarian.m
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supervised classification using four well-known classifiers: SVM [137], KNN [138] (k = 3), Naive Bayes
(NB) [139], and Random-Forest [140], following the evaluation strategy described in Section 2.3 and apply-
ing stratified 10-fold cross-validation. These four classifiers were chosen because they represent four quite
different approaches for supervised classification, and they are among the most used classifiers for validation
of unsupervised feature selection methods. The clustering algorithms and classifiers above mentioned were
taken from the Weka data mining software package [141], using the default parameter values.

Table 3: Details of the real mixed datasets from the UCI repository used in our experiments.

# Dataset Number of objects Features Number of classes

Numerical Non-numerical All

1 Acute-Inflammations 120 1 5 6 2
2 Automobile 205 15 11 26 7
3 Contraception 1473 2 8 10 3
4 Flags 194 10 20 30 8
5 Heart-c 303 6 7 13 2
6 Heart-h 294 6 7 13 2
7 Horse-colic 368 7 16 23 2
8 Post-operative 90 1 7 8 3
9 Teaching-Assist-Eval 151 1 4 5 3
10 Thoracic-Surgery 470 3 14 17 2
11 Bridges-version 2 105 2 10 12 6
12 Credit-approval 690 6 10 16 2
13 Credit-German 1000 7 14 21 2
14 Cylinder-bands 540 18 22 40 2
15 Dermatology 366 1 34 35 6
16 Heart-statlog 270 6 7 13 2
17 Hepatitis 155 7 13 20 2
18 Labor 57 8 8 16 2
19 Liver-disorders 345 6 1 7 2
20 Tae 151 3 3 6 3

In both experiments, 20 real datasets taken from the UCI repository [142], which have been extensively
used for validation of supervised and unsupervised feature selection methods were employed. The character-
istics of these datasets are shown in Table 3. Also, we have generated 15 synthetic mixed datasets following
the guidelines described in [16, 96] for the generation of synthetic numerical features; and [106] for the
generation of synthetic non-numerical features. Relevant numerical features were generated following a
multivariate normal distribution defined for each cluster, while irrelevant features were generated following
a uniform distribution through all clusters. Likewise, relevant non-numerical features follow a multinomial
distribution defined for each cluster; meanwhile, irrelevant ones have exactly the same multinomial distribu-
tion in all the clusters. Then, each synthetic dataset is a mixture of Gaussians-Multinomials. The parameter
values used to generate these datasets appear in Table 4. In this table, we can see that the number of features,
clusters, and objects for each synthetic dataset were set in different ranges. Also, this table includes the pa-
rameter values used for generating relevant features (means, covariances and the number of values). These
values allow us evaluating the ability of the feature selection methods for selecting features under different
degrees of overlapping between clusters.

Since the method developed so far in this Ph.D. research proposal is a univariate filter method based

27



on ranking, we perform the comparison against filter methods of this same type and filter methods where
the number of features to select can be specified in advance. Therefore, in our experiments, we made
this comparison against the following nine state-of-the-art unsupervised filter feature selection methods:
SUD [69], Laplacian score6 [67], SVD-Entropy7 [71] (using simple ranking), SPEC 8 [75], UFSACO [84],
MGSACO [85], IRRFSACO, RRFSACO9 [54], and FSFS [79]. In all cases except SUD, we used the
author’s implementation of these methods with the parameters recommended by their respective authors.
Meanwhile, SUD was implemented based on to the description provided by their authors in [69], and using
simple binning [141] as discretization method.

For our method, we use the feature comparison function used in the Heterogeneous Euclidean-Overlap
Metric (HEOM) [124], which is defined as follows:

distF (a, b) =


1 if a or b are unknown
overlap(a, b) if F is non-numerical
diffF (a, b) if F is numerical

(14)

where overlap(x, y) is 0 if x = y and 1 otherwise; and diffF (x, y) = |x−y|
maxF−minF

, being maxF and
minF the maximum and minimum values of the feature F in the dataset, respectively.

In our experiments, all datasets were standardized, and the missing values for non-numerical, and nu-
merical features were replaced by the modes and means respectively. For all the datasets, class labels were
removed for feature selection and clustering. Furthermore, as usual, for the feature selection methods that
can only process numerical features the non-numerical features were transformed to numerical ones by
mapping each categorical value into an integer value in the order of appearance of the dataset.

6http://www.cad.zju.edu.cn/home/dengcai/Data/code/LaplacianScore.m
7http://horn.tau.ac.il/compact.html
8http://featureselection.asu.edu/old/software.php
9http://kfst.uok.ac.ir/software.html
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Table 4: Mixed Gaussians-Multinomials synthetic datasets.

Dataset

Features No. of No. of Objects distribution Rel. Num. Feature Rel. Nom. Feature

Non-numerical Numerical All Objects clusters for cluster parameters parameters

Rel Irrel Rel Irrel

S1 8 12 2 3 25 400 2 C1=C2=200

- Means µ, were sampled from a uniform
distribution on [−5, 5].

-The elements of the diagonal covariance
matrices σ were sampled from a uniform
distribution on [0.7, 4].

- The number of values for each feature Fi was
sampled from a uniform distribution on [2, 5].

- Probability distribution of Fi for each cluster
was sampled from uniform distribution on [0.0, 1.0].

S2 10 14 2 4 30 502 2
C1=210,
C2=292

S3 16 23 3 23 65 498 3 C1=C2=C3=166

S4 16 23 3 23 65 548 4
C1=110, C2=191,
C3=137, C4=110

S5 18 27 2 28 75 550 5
C1=110, C2=77,
C3=110, C4=176,
C5=77

S6 24 36 2 38 100 658 2 C1=383, C2=275

- Means µ were sampled from a uniform
distribution on [−5, 5].

-The elements of the diagonal covariance
matrices σ were sampled from a uniform
distribution on [0.7, 8.0].

- The number of values for each feature Fi was
sampled from a uniform distribution on [2, 8].

- Probability distribution of Fi for each cluster
was sampled from uniform distribution on [0.0, 1.0].

S7 36 54 3 57 150 656 4
C1=191, C2=164
C3=164, C4=137

S8 41 61 3 65 170 600 6
C1=138, C4=100,C5=119,
C2=C3=C6=81

S9 48 71 4 76 200 595 7
C1=C4=101,
C2=C7=69,
C3=C5=C6=85

S10 56 82 4 88 230 600 4
C1=179, C2=121,
C3=C4=150

S11 30 45 4 71 150 600 4
C1=240, C3=150,
C2=C4=105 - Means µ were sampled from a uniform

distribution on [−5, 5].

-The elements of the diagonal covariance
matrices σ were sampled from a uniform
distribution on [0.7, 8.0].

- The number of values for each feature Fi was
sampled from a uniform distribution on [2, 11].

- Probability distribution of Fi for each cluster
was sampled from uniform distribution on [0.0, 1.0].

S12 17 25 2 16 60 400 2 C1=219, C2=181

S13 34 51 5 80 170 600 10
C1=C5=C6=C9=60,
C2=C4=C7=C10=42,
C3=114,C8=78

S14 42 61 6 99 210 696 6
C1=C2=150,
C3=C6=88,
C4=C5=116

S15 46 69 5 100 230 700 2 C1=455, C2=245
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In order to perform the comparison of the results obtained by the proposed method against the results
produced by the other tested methods over the used datasets, we performed a two-sided Wilcoxon rank sum
test [143] using a confidence level of 95%. We use this statistical test because it is one of the most used
to evaluate classification and clustering results. By applying the Wilcoxon test, we detect if the proposed
method gets a result with a statistically significant difference respect to the other methods. Symbols “+” and
“-” indicate statistically significant better or worse behavior respectively. In the tables showing our results,
the best method on average for each dataset appears in “bold”, and the last row of these tables show the
average of the evaluation measure over all tested datasets.

All experiments were run in Matlab R© R2016a, using a computer with an Intel Core i7-5820k 3.30 GHz
processor with 32 GB DDR4 RAM, running 64-bit GNU/Linux. The implementation of our method was
done in Java 1.8.0_92, using the Apache Commons Math library for matrix operations and the eigen-system
computation.

6.2.1 Evaluation in terms of clustering

In this experiment, we evaluate our unsupervised feature selection method in terms of clustering results;
for this propose, we use the first 20% of the ranked10 features for the methods based on ranking (USFSM,
SUD, Laplacian score, SVD-Entropy, SPEC). Meanwhile, for the other methods (UFSACO, MGSACO,
IRRFSACO, RRFSACO and FSFS), we fix the number of features to select as 20% of the whole set of
features. The clustering results are evaluated through the ACC and NMI measures following the steps
described in Section 2.3. For each tested dataset, the k-prototypes as well as the EM clustering algorithms
were repeated 10 times with random initializations, and we fixed the number of clusters as the number of
classes of each dataset.

Table 5: NMI results of k-prototypes on 20 mixed datasets from the UCI repository.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

Acute-Inflammations 0.025+ 0.018+ 0.141+ 0.044+ 0.044+ 0.044+ 0.044+ 0.190+ 0.414 0.447
Automovile 0.183+ 0.159+ 0.165+ 0.159+ 0.181+ 0.162+ 0.145+ 0.225+ 0.189+ 0.264
Contraception 0.022 0.015+ 0.015+ 0.031- 0.025 0.031- 0.031- 0.021 0.022 0.022
Flags 0.178- 0.134+ 0.171- 0.146 0.277- 0.175 0.132+ 0.178 0.125+ 0.158
Heart-c 0.125+ 0.299- 0.077+ 0.116+ 0.156+ 0.121+ 0.120+ 0.115+ 0.195+ 0.262
Heart-h 0.256 0.013+ 0.046+ 0.038+ 0.083+ 0.086+ 0.012+ 0.118+ 0.203+ 0.285
Horse-colic 0.050- 0.03 0.020+ 0.027+ 0.021 0.029 0.010+ 0.053 0.051- 0.032
Post-Operative 0.022 0.017 0.018 0.011 0.025- 0.024- 0.023- 0.022 0.018 0.016
Teaching-Assist-Eval 0.051 0.016+ 0.048 0.047 0.044 0.047 0.047 0.039 0.019+ 0.045
Thoracic Surgery 0.006- 0.002+ 0.003+ 0.001+ 0.003+ 0.001+ 0.001+ 0.004 0.001+ 0.004
Bridges-version-2 0.334+ 0.286+ 0.381 0.215+ 0.115+ 0.109+ 0.096+ 0.262+ 0.307+ 0.378
Credit-approval 0.113+ 0.000+ 0.023+ 0.005+ 0.016+ 0.025+ 0.012+ 0.295 0.070+ 0.276
Credit-german 0.010- 0.001 0.005- 0.006 0.008- 0.006 0.014- 0.006- 0.007- 0.002
Cylinder-bands 0.019- 0.013- 0.016- 0.005 0.004+ 0.005 0.001+ 0.008 0.011 0.008
Dermatology 0.474+ 0.375+ 0.368+ 0.377+ 0.471 0.492+ 0.478+ 0.362+ 0.288+ 0.547
Heart-statlog 0.116+ 0.303- 0.028+ 0.075+ 0.094+ 0.066+ 0.077+ 0.151 0.18 0.202
Hepatitis 0.146- 0.086 0.075 0.052+ 0.053+ 0.049+ 0.034+ 0.051+ 0.087 0.103
Labor 0.153 0.135 0.184 0.093 0.096 0.078+ 0.094 0.051+ 0.122 0.155
Liver-disorders 0.002 0.010- 0.007- 0.005- 0.003 0.005- 0.005- 0.008- 0.002 0.002
Tae 0.051 0.016+ 0.047 0.047 0.031 0.047 0.047 0.039 0.015+ 0.051

Average 0.117 0.096 0.092 0.075 0.087 0.080 0.071 0.110 0.116 0.163

Tables 5 and 6 show the results of the comparison between the proposed USFSM method and the other
unsupervised filter methods in terms of NMI and clustering accuracy (ACC), using k-prototypes over the
real datasets of Table 3, respectively. From these tables, we can see that the proposed method outperforms on

10We have set this percent value to assess the ability each feature selection method has to place the most relevant features at the
beginning of the ranking. Other percentages were also considered, see experiments in this same subsection.
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Table 6: Clustering Accuracy (ACC) results of k-prototypes on 20 mixed datasets from the UCI repository.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

Acute-Inflammations 0.583+ 0.575+ 0.655+ 0.620+ 0.620+ 0.620+ 0.620+ 0.715 0.826 0.829
Automobile 0.402 0.367+ 0.376+ 0.366+ 0.371+ 0.365+ 0.330+ 0.385+ 0.387+ 0.418
Contraception 0.375 0.366+ 0.392- 0.398- 0.393- 0.398- 0.398- 0.389- 0.375 0.375
Flags 0.332- 0.284+ 0.316 0.3 0.378- 0.317 0.318- 0.348- 0.285+ 0.306
Heart-c 0.702+ 0.812- 0.634+ 0.686+ 0.716+ 0.686+ 0.691+ 0.674+ 0.754+ 0.783
Heart-h 0.797 0.626+ 0.658+ 0.560+ 0.644+ 0.661+ 0.602+ 0.652+ 0.763 0.801
Horse-colic 0.568 0.587- 0.586- 0.579 0.552 0.581 0.568 0.59 0.581- 0.562
Post-Operative 0.477 0.497- 0.463 0.436 0.457 0.47 0.463 0.510- 0.525- 0.451
Teaching-Assist-Eval 0.412 0.397+ 0.412 0.414 0.425 0.414 0.414 0.400+ 0.391+ 0.428
Thoracic Surgery 0.635- 0.621- 0.825- 0.623- 0.640- 0.624- 0.634 0.558+ 0.622- 0.571
Bridges-version-2 0.492 0.446+ 0.559- 0.430+ 0.430+ 0.462 0.442+ 0.482 0.488 0.498
Credit-approval 0.669+ 0.524+ 0.543+ 0.537+ 0.563+ 0.572+ 0.570+ 0.779 0.620+ 0.773
Credit-German 0.56 0.568 0.663- 0.556 0.56 0.557 0.579 0.540+ 0.55 0.561
Cylinder-bands 0.591- 0.534+ 0.582- 0.527+ 0.536+ 0.529+ 0.509+ 0.555 0.568 0.556
Dermatology 0.481+ 0.485+ 0.452+ 0.431+ 0.535 0.502+ 0.504+ 0.426+ 0.383+ 0.538
Heart-statlog 0.695+ 0.815- 0.569+ 0.643+ 0.664+ 0.630+ 0.632+ 0.704 0.743 0.734
Hepatitis 0.682 0.665 0.629+ 0.672 0.624+ 0.663 0.668 0.645 0.671 0.696
Labor 0.7 0.601 0.7 0.604 0.602 0.58 0.607 0.605 0.666 0.649
Liver-disorders 0.534+ 0.555- 0.566- 0.544 0.549 0.544 0.544 0.558- 0.549 0.545
Tae 0.412 0.397+ 0.412 0.414 0.411 0.414 0.414 0.409 0.391+ 0.417

Average 0.555 0.536 0.550 0.517 0.534 0.529 0.525 0.546 0.557 0.574

Table 7: NMI results of k-prototypes on 15 synthetic mixed datasets.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

S1 0.035+ 0.003+ 0.029+ 0.008+ 0.018+ 0.008+ 0.009+ 0.018+ 0.030+ 0.209
S2 0.421+ 0.002+ 0.446+ 0.020+ 0.007+ 0.005+ 0.004+ 0.016+ 0.043+ 0.557
S3 0.459- 0.004+ 0.352 0.075+ 0.014+ 0.085+ 0.013+ 0.030+ 0.003+ 0.376
S4 0.296 0.006+ 0.258+ 0.038+ 0.027+ 0.040+ 0.048+ 0.079+ 0.007+ 0.332
S5 0.121+ 0.010+ 0.113+ 0.034+ 0.040+ 0.035+ 0.021+ 0.031+ 0.011+ 0.147
S6 0.256+ 0.001+ 0.204+ 0.022+ 0.014+ 0.018+ 0.019+ 0.020+ 0.000+ 0.464
S7 0.526 0.005+ 0.386+ 0.042+ 0.047+ 0.049+ 0.029+ 0.056+ 0.006+ 0.587
S8 0.342+ 0.013+ 0.220+ 0.051+ 0.044+ 0.042+ 0.052+ 0.038+ 0.032+ 0.405
S9 0.351+ 0.017+ 0.284+ 0.048+ 0.053+ 0.050+ 0.056+ 0.036+ 0.017+ 0.447
S10 0.622+ 0.005+ 0.557+ 0.058+ 0.035+ 0.042+ 0.042+ 0.096+ 0.006+ 0.723
S11 0.204+ 0.006+ 0.178+ 0.043+ 0.028+ 0.029+ 0.042+ 0.042+ 0.035+ 0.329
S12 0.542 0.001+ 0.467+ 0.009+ 0.014+ 0.034+ 0.004+ 0.062+ 0.035+ 0.579
S13 0.143+ 0.034+ 0.108+ 0.057+ 0.060+ 0.055+ 0.059+ 0.077+ 0.054+ 0.208
S14 0.180+ 0.012+ 0.113+ 0.041+ 0.038+ 0.036+ 0.041+ 0.048+ 0.087+ 0.289
S15 0.153+ 0.001+ 0.118+ 0.008+ 0.008+ 0.006+ 0.006+ 0.039+ 0.001+ 0.407

Average 0.310 0.008 0.255 0.037 0.030 0.036 0.030 0.046 0.025 0.404

Table 8: Clustering Accuracy (ACC) results of k-prototypes on 15 synthetic mixed datasets.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

S1 0.598+ 0.528+ 0.582+ 0.546+ 0.563+ 0.543+ 0.549+ 0.549+ 0.591+ 0.743
S2 0.843+ 0.522+ 0.863+ 0.554+ 0.539+ 0.533+ 0.529+ 0.549+ 0.587+ 0.9
S3 0.779- 0.361+ 0.718 0.459+ 0.387+ 0.471+ 0.375+ 0.403+ 0.360+ 0.705
S4 0.602 0.291+ 0.563+ 0.331+ 0.323+ 0.336+ 0.333+ 0.354+ 0.287+ 0.606
S5 0.376 0.245+ 0.369 0.278+ 0.286+ 0.281+ 0.260+ 0.268+ 0.239+ 0.39
S6 0.754+ 0.523+ 0.703+ 0.571+ 0.559+ 0.562+ 0.541+ 0.556+ 0.510+ 0.853
S7 0.749 0.284+ 0.628+ 0.345+ 0.345+ 0.343+ 0.316+ 0.345+ 0.285+ 0.784
S8 0.532+ 0.212+ 0.414+ 0.258+ 0.254+ 0.253+ 0.258+ 0.243+ 0.229+ 0.586
S9 0.503+ 0.194+ 0.461+ 0.230+ 0.236+ 0.232+ 0.235+ 0.218+ 0.193+ 0.595
S10 0.794 0.281+ 0.768+ 0.359+ 0.340+ 0.346+ 0.336+ 0.385+ 0.284+ 0.857
S11 0.488+ 0.288+ 0.459+ 0.336+ 0.328+ 0.325+ 0.331+ 0.341+ 0.319+ 0.587
S12 0.891 0.521+ 0.859 0.543+ 0.548+ 0.568+ 0.530+ 0.618+ 0.571+ 0.904
S13 0.261+ 0.158+ 0.224+ 0.181+ 0.184+ 0.181+ 0.180+ 0.191+ 0.180+ 0.327
S14 0.376+ 0.209+ 0.326+ 0.249+ 0.245+ 0.243+ 0.245+ 0.253+ 0.296+ 0.461
S15 0.698+ 0.510+ 0.671+ 0.536+ 0.542+ 0.529+ 0.532+ 0.586+ 0.514+ 0.832

Average 0.616 0.342 0.574 0.385 0.378 0.383 0.370 0.391 0.363 0.675
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Table 9: NMI results of EM on 20 mixed datasets from the UCI repository.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

Acute-Inflammations 0.025+ 0.018+ 0.141+ 0.036+ 0.036+ 0.036+ 0.036+ 0.188+ 0.414 0.447
Automovile 0.173+ 0.158+ 0.164+ 0.177+ 0.198+ 0.186+ 0.156+ 0.244+ 0.178+ 0.299
Contraception 0.03 0.019+ 0.015+ 0.03 0.03 0.03 0.03 0.022 0.03 0.03
Flags 0.161 0.142 0.147 0.128 0.203- 0.133 0.120+ 0.136 0.127+ 0.146
Heart-c 0.122+ 0.226+ 0.130+ 0.044+ 0.097+ 0.043+ 0.048+ 0.109+ 0.149+ 0.3
Heart-h 0.273 0.006+ 0.099+ 0.036+ 0.124+ 0.091+ 0.013+ 0.100+ 0.240+ 0.313
Horse-colic 0.053 0.001+ 0.032+ 0.004+ 0.037 0.004+ 0.003+ 0.013+ 0.091- 0.047
Post-Operative 0.028 0.02 0.031 0.013+ 0.02 0.024 0.026 0.037 0.025 0.021
Teaching-Assist-Eval 0.051- 0.026- 0.048- 0.047- 0.015 0.047- 0.047- 0.028- 0.023- 0.015
Thoracic Surgery 0.005+ 0.005+ 0.003+ 0.004+ 0.002+ 0.003+ 0.003+ 0.012 0.003 0.008
Bridges-version-2 0.353 0.294+ 0.36 0.219+ 0.119+ 0.143+ 0.118+ 0.265+ 0.326+ 0.343
Credit-approval 0.025+ 0.021+ 0.025+ 0.065+ 0.074+ 0.070+ 0.021+ 0.029+ 0.033+ 0.265
Credit-german 0.019- 0 0.000+ 0.005 0.002 0.005 0.004 0.004 0.005 0.003
Cylinder-bands 0.005 0.009 0.005 0.003+ 0.014 0.004+ 0.004 0.028- 0.01 0.004
Dermatology 0.305+ 0.418+ 0.324+ 0.469+ 0.652 0.592+ 0.597+ 0.351+ 0.294+ 0.642
Heart-statlog 0.109+ 0.216+ 0.047+ 0.053+ 0.098+ 0.045+ 0.078+ 0.123+ 0.119+ 0.277
Hepatitis 0.144- 0.085+ 0.076+ 0.049+ 0.070+ 0.048+ 0.029+ 0.029+ 0.108 0.108
Labor 0.201 0.136+ 0.23 0.089+ 0.085+ 0.043+ 0.058+ 0.037+ 0.102+ 0.221
Liver-disorders 0.008+ 0.004+ 0.003+ 0.003+ 0.008+ 0.003+ 0.003+ 0.004+ 0.01 0.016
Tae 0.051 0.026+ 0.047 0.047 0.027+ 0.047 0.047 0.039 0.022+ 0.051

Average 0.107 0.092 0.096 0.076 0.096 0.080 0.072 0.090 0.115 0.178

Table 10: Clustering Accuracy (ACC) results of EM on 20 mixed datasets from the UCI repository.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

Acute-Inflammations 0.583+ 0.575+ 0.655+ 0.608+ 0.608+ 0.608+ 0.608+ 0.711 0.836 0.825
Automovile 0.387+ 0.390+ 0.376+ 0.379+ 0.388+ 0.380+ 0.348+ 0.417+ 0.384+ 0.452
Contraception 0.377 0.373 0.392- 0.395- 0.401- 0.395- 0.395- 0.396- 0.377 0.377
Flags 0.305 0.295 0.292 0.318- 0.375- 0.304 0.325- 0.363- 0.302 0.288
Heart-c 0.686+ 0.769+ 0.698+ 0.596+ 0.659+ 0.588+ 0.592+ 0.663+ 0.702+ 0.812
Heart-h 0.803 0.639+ 0.709+ 0.564+ 0.677+ 0.673+ 0.643+ 0.666+ 0.799+ 0.833
Horse-colic 0.585 0.545+ 0.522+ 0.583 0.588 0.584 0.591- 0.594- 0.636- 0.577
Post-Operative 0.446 0.396+ 0.463 0.419 0.44 0.451 0.45 0.506 0.516- 0.43
Teaching-Assist-Eval 0.412- 0.395- 0.412- 0.414- 0.344 0.414- 0.414- 0.377- 0.381- 0.344
Thoracic Surgery 0.634- 0.813- 0.824- 0.738- 0.742- 0.691 0.823- 0.563+ 0.808- 0.604
Bridges-version-2 0.515- 0.444+ 0.562- 0.436+ 0.430+ 0.473 0.447 0.478 0.477 0.482
Credit-approval 0.548+ 0.580+ 0.549+ 0.632+ 0.608+ 0.639+ 0.579+ 0.590+ 0.553+ 0.769
Credit-german 0.632- 0.586- 0.637- 0.595- 0.574 0.585- 0.598- 0.538 0.554 0.532
Cylinder-bands 0.553- 0.557- 0.556- 0.544 0.57 0.541 0.530+ 0.601- 0.571- 0.54
Dermatology 0.486+ 0.554+ 0.490+ 0.532+ 0.717- 0.633 0.633 0.441+ 0.410+ 0.662
Heart-statlog 0.672+ 0.765+ 0.601+ 0.609+ 0.660+ 0.597+ 0.632+ 0.679+ 0.671+ 0.802
Hepatitis 0.675+ 0.664+ 0.553+ 0.689 0.669 0.691 0.668 0.663 0.708 0.69
Labor 0.725 0.643+ 0.758 0.612+ 0.629+ 0.571+ 0.590+ 0.625+ 0.706+ 0.77
Liver-disorders 0.529 0.564- 0.566- 0.568- 0.546- 0.568- 0.568- 0.566- 0.53 0.526
Tae 0.412 0.395+ 0.412 0.414 0.404 0.414 0.414 0.405 0.395+ 0.417

Average 0.548 0.547 0.551 0.532 0.551 0.540 0.542 0.542 0.566 0.587
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Table 11: NMI results of EM on 15 synthetic mixed datasets.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

S1 0.122+ 0.001+ 0.082+ 0.043+ 0.086+ 0.043+ 0.036+ 0.038+ 0.158+ 0.438
S2 0.751 0.001+ 0.742 0.079+ 0.071+ 0.026+ 0.023+ 0.042+ 0.226+ 0.761
S3 0.877- 0.003+ 0.815 0.167+ 0.097+ 0.188+ 0.031+ 0.046+ 0.003+ 0.797
S4 0.813- 0.007+ 0.767 0.157+ 0.193+ 0.124+ 0.060+ 0.161+ 0.008+ 0.723
S5 0.73 0.011+ 0.728 0.118+ 0.127+ 0.118+ 0.034+ 0.089+ 0.009+ 0.656
S6 0.801+ 0.001+ 0.833+ 0.232+ 0.298+ 0.264+ 0.057+ 0.077+ 0.001+ 0.882
S7 0.983 0.005+ 0.945+ 0.176+ 0.248+ 0.190+ 0.032+ 0.128+ 0.005+ 0.98
S8 0.924 0.015+ 0.899 0.179+ 0.108+ 0.140+ 0.067+ 0.079+ 0.095+ 0.933
S9 0.9 0.019+ 0.893 0.097+ 0.151+ 0.108+ 0.111+ 0.061+ 0.017+ 0.921
S10 0.999 0.004+ 1 0.473+ 0.441+ 0.454+ 0.337+ 0.202+ 0.006+ 1
S11 0.845 0.006+ 0.766+ 0.288+ 0.308+ 0.315+ 0.243+ 0.112+ 0.120+ 0.843
S12 0.779 0.001+ 0.791 0.081+ 0.118+ 0.115+ 0.023+ 0.229+ 0.352+ 0.81
S13 0.79 0.033+ 0.555+ 0.100+ 0.088+ 0.092+ 0.100+ 0.102+ 0.192+ 0.817
S14 0.911+ 0.010+ 0.891+ 0.235+ 0.180+ 0.190+ 0.320+ 0.096+ 0.534+ 0.957
S15 0.937+ 0.001+ 0.937+ 0.386+ 0.473+ 0.404+ 0.348+ 0.326+ 0.002+ 1

Average 0.811 0.008 0.776 0.187 0.199 0.185 0.121 0.119 0.115 0.834

Table 12: Clustering Accuracy (ACC) results of EM on 15 synthetic mixed datasets.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

S1 0.672+ 0.511+ 0.620+ 0.585+ 0.640+ 0.587+ 0.572+ 0.565+ 0.714+ 0.866
S2 0.959 0.518+ 0.957 0.610+ 0.618+ 0.568+ 0.570+ 0.588+ 0.714+ 0.961
S3 0.971- 0.358+ 0.953 0.518+ 0.475+ 0.554+ 0.393+ 0.416+ 0.361+ 0.948
S4 0.943- 0.286+ 0.895 0.427+ 0.448+ 0.403+ 0.340+ 0.432+ 0.297+ 0.906
S5 0.834 0.252+ 0.838 0.329+ 0.343+ 0.340+ 0.272+ 0.303+ 0.252+ 0.829
S6 0.970+ 0.518+ 0.976+ 0.733+ 0.766+ 0.739+ 0.586+ 0.622+ 0.520+ 0.984
S7 0.995 0.284+ 0.986+ 0.454+ 0.526+ 0.469+ 0.317+ 0.425+ 0.286+ 0.995
S8 0.93 0.214+ 0.925 0.377+ 0.321+ 0.350+ 0.277+ 0.287+ 0.276+ 0.966
S9 0.929 0.194+ 0.918 0.262+ 0.319+ 0.276+ 0.267+ 0.230+ 0.191+ 0.943
S10 1 0.280+ 1 0.673+ 0.677+ 0.670+ 0.542+ 0.462+ 0.293+ 1
S11 0.900- 0.284+ 0.795 0.556+ 0.555+ 0.571+ 0.499+ 0.409+ 0.389+ 0.806
S12 0.964 0.518+ 0.966 0.607+ 0.651+ 0.636+ 0.555+ 0.724+ 0.809+ 0.971
S13 0.801 0.158+ 0.611+ 0.211+ 0.205+ 0.209+ 0.211+ 0.214+ 0.294+ 0.824
S14 0.912 0.207+ 0.919 0.421+ 0.381+ 0.381+ 0.456+ 0.287+ 0.621+ 0.947
S15 0.993+ 0.527+ 0.993+ 0.830+ 0.869+ 0.825+ 0.794+ 0.764+ 0.579+ 1

Average 0.918 0.341 0.890 0.506 0.520 0.505 0.443 0.449 0.440 0.930
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Figure 9: Average NMI and ACC of k-prototypes and EM over the real and synthetic datasets.
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average to all the other methods including SUD, an unsupervised feature selection method for mixed data.
Moreover, our method has a statistical significant better behavior than most of the other methods. Likewise,
for synthetic datasets, in Tables 7-8 we can see that the proposed method got the best performance on
average among all competing methods, and it had a statistical significant better behavior than almost all
feature selection methods in all datasets, except for the S3 dataset, where it was the second best. In these
datasets, the second and third best methods were SVD-Entropy and Laplacian score respectively. On the
other hand, for EM, Tables 9-12 show that the results obtained using this clustering algorithm are very similar
to k-prototypes, but in general, with a higher clustering quality, especially regarding ACC. A comparative
chart of the results obtained by k-prototypes and EM is shown in Figure 9. In Figures 9a-9d we can see the
average results regarding NMI and ACC over the real and synthetic datasets. In these figures, it is possible
to observe that our method obtained the best results for both clustering algorithms.
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Figure 10: Average NMI and ACC of k-prototypes selecting the 20-50% of features over the real and
synthetic datasets.

Furthermore, in order to show the performance of the unsupervised feature selection methods using a
greater number of features to be selected from each dataset. We tested 30%, 40% and 50% of the ranked
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features for methods based on ranking, and the same percentages of the whole set of features for feature
subset selection methods. In Figures 10a and 10b, the average results of k-prototypes regarding NMI and
ACC over the real datasets are shown respectively. In these figures, we can see that our method outperforms
the other methods, especially selecting 20% of the features of each dataset. This indicates that USFSM is
able to place the most relevant features at the beginning of the ranking. It is also appreciated in these figures
that the SVD-Entropy and SUD methods were the second and the third best methods respectively. In the
same way, the results for the synthetic datasets (see Figures 10c and 10d) show a similar result, except that,
in this case, the third best method is the Laplacian score. Note that USFSM, SVD-Entropy, and Laplacian
score methods are significantly better than the remaining methods on these synthetic datasets. Similar results
were obtained with EM (see Figure 11).
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Figure 11: Average NMI and ACC of EM selecting the 20-50% of features over the real and synthetic
datasets.

From the results of Tables 5-12 and Figures 9-11, it can be concluded that USFSM outperforms to SUD
in terms ACC and NMI using k-prototypes and EM, indicating that feature discretization in general provides
worse results in these datasets. Moreover, our method proved to be better than the unsupervised filter meth-
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ods SVD-Entropy, SPEC, Laplacian score, UFSACO, MGSACO, RRFSACO1, IRRFSACO1, and Fsfs; all
of them designed for numerical data, which gives us evidence that the coding of features (necessary for the
application of these methods) produces in most cases worse results. Furthermore, the results obtained in this
experiment show the ability of our method to set the most relevant features at the beginning of the ranking.

6.2.2 Evaluation in terms of supervised classification

In this experiment, we evaluate the proposed method in terms of supervised classification results using the
previously mentioned classifiers and the evaluation strategy described in Section 2.3. Feature evaluation
was made using the same percentage of features to select as in the previous experiment, that is, 20%.

Table 13: Classification accuracy of SVM on 20 mixed datasets from the UCI repository.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

Acute-Inflammations 0.583+ 0.575+ 0.658+ 0.625+ 0.625+ 0.625+ 0.625+ 0.742 0.767 0.825
Automovile 0.438 0.424+ 0.429 0.405+ 0.488 0.46 0.469 0.624- 0.439 0.502
Contraception 0.449 0.427+ 0.420+ 0.481 0.465 0.481 0.481 0.436 0.449 0.449
Flags 0.444 0.331 0.387 0.407 0.634- 0.448 0.382 0.397 0.309 0.362
Heart-c 0.693 0.788- 0.72 0.726 0.73 0.743 0.719 0.7 0.746 0.739
Heart-h 0.813 0.646+ 0.684+ 0.663+ 0.731 0.724 0.663+ 0.785 0.813 0.817
Horse-colic 0.639 0.611 0.707 0.688 0.718 0.677 0.611 0.704 0.715 0.655
Post-Operative 0.711 0.711 0.711 0.711 0.711 0.711 0.711 0.7 0.711 0.711
Teaching-Assist-Eval 0.398+ 0.318+ 0.397+ 0.384+ 0.497 0.384+ 0.384+ 0.390+ 0.383+ 0.51
Thoracic Surgery 0.851 0.851 0.851 0.851 0.849 0.851 0.851 0.851 0.851 0.851
Bridges-version-2 0.602 0.45 0.619- 0.475 0.455+ 0.474 0.475 0.497 0.507 0.535
Credit-approval 0.730+ 0.561+ 0.567+ 0.658+ 0.659+ 0.683+ 0.612+ 0.835 0.655+ 0.858
Credit-german 0.702 0.7 0.7 0.701 0.7 0.701 0.701 0.701 0.717- 0.703
Cylinder-bands 0.661 0.606+ 0.652 0.630+ 0.744- 0.635+ 0.576+ 0.633+ 0.630+ 0.687
Dermatology 0.642+ 0.689+ 0.653+ 0.669+ 0.803 0.814- 0.874- 0.650+ 0.497+ 0.754
Heart-statlog 0.693 0.793 0.607+ 0.707 0.678 0.715 0.704 0.759 0.741 0.73
Hepatitis 0.794 0.794 0.844- 0.813 0.787 0.813 0.8 0.787 0.845 0.787
Labor 0.847 0.753 0.823 0.773 0.79 0.77 0.81 0.777 0.77 0.863
Liver-disorders 0.58 0.58 0.58 0.58 0.58 0.58 0.58 0.58 0.58 0.58
Tae 0.398 0.318 0.397 0.384 0.358 0.384 0.384 0.364 0.332 0.351

Average 0.633 0.596 0.620 0.617 0.650 0.634 0.621 0.646 0.623 0.663

Table 14: Classification accuracy of KNN (K = 3) on 20 mixed datasets from the UCI repository.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

Acute-Inflammations 0.583+ 0.575+ 0.658+ 0.550+ 0.550+ 0.550+ 0.550+ 0.7 0.767 0.825
Automovile 0.65 0.605 0.605 0.693- 0.678- 0.697- 0.732- 0.633 0.644- 0.553
Contraception 0.461 0.419+ 0.425+ 0.486 0.453 0.486 0.486 0.431 0.461 0.461
Flags 0.453 0.367 0.397 0.401 0.592- 0.427 0.36 0.386 0.283 0.376
Heart-c 0.651+ 0.792 0.720+ 0.627+ 0.614+ 0.643+ 0.624+ 0.664+ 0.7 0.796
Heart-h 0.741+ 0.650+ 0.687+ 0.606+ 0.687+ 0.697+ 0.578+ 0.789 0.83 0.823
Horse-colic 0.668 0.657 0.68 0.668 0.652 0.647 0.642 0.709 0.739- 0.661
Post-Operative 0.678 0.711 0.711 0.711 0.711 0.711 0.711 0.667 0.667 0.711
Teaching-Assist-Eval 0.398 0.431 0.397 0.384 0.457 0.384 0.384 0.397 0.443 0.457
Thoracic Surgery 0.845 0.817+ 0.791+ 0.768+ 0.760+ 0.764+ 0.766+ 0.857 0.847 0.849
Bridges-version-2 0.611 0.459 0.62 0.457 0.495 0.455 0.455 0.479 0.487 0.535
Credit-approval 0.735+ 0.649+ 0.583+ 0.655+ 0.639+ 0.632+ 0.617+ 0.799+ 0.699+ 0.867
Credit-german 0.649+ 0.701 0.68 0.651+ 0.676 0.651+ 0.664 0.702 0.69 0.692
Cylinder-bands 0.667 0.681 0.761- 0.661 0.737- 0.665 0.604+ 0.661 0.720- 0.661
Dermatology 0.642+ 0.653+ 0.647+ 0.625 0.773 0.787- 0.806- 0.628+ 0.495+ 0.748
Heart-statlog 0.633+ 0.811 0.615+ 0.585+ 0.596+ 0.596+ 0.581+ 0.726 0.663+ 0.752
Hepatitis 0.748 0.710+ 0.831 0.735 0.718+ 0.742 0.705+ 0.697+ 0.813 0.826
Labor 0.897 0.823 0.863 0.773 0.83 0.813 0.757 0.817 0.79 0.847
Liver-disorders 0.501 0.533 0.582 0.478+ 0.574 0.478+ 0.478+ 0.484 0.574 0.568
Tae 0.398 0.431 0.397 0.384 0.437 0.384 0.384 0.391 0.437- 0.351

Average 0.630 0.624 0.633 0.595 0.631 0.610 0.594 0.631 0.637 0.668
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Table 15: Classification accuracy of NB on 20 mixed datasets from the UCI repository.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

Acute-Inflammations 0.583+ 0.575+ 0.658+ 0.483+ 0.483+ 0.483+ 0.483+ 0.683 0.767 0.825
Automovile 0.532 0.366+ 0.424+ 0.484 0.58 0.508 0.576 0.57 0.474 0.512
Contraception 0.445 0.407+ 0.428 0.482 0.471 0.482 0.482 0.437 0.445 0.445
Flags 0.469 0.336 0.403 0.431 0.609- 0.443 0.356 0.444 0.325 0.398
Heart-c 0.723+ 0.810 0.720+ 0.729 0.746 0.746 0.73 0.697+ 0.729+ 0.812
Heart-h 0.82 0.650+ 0.687+ 0.660+ 0.752 0.707+ 0.657+ 0.782 0.813 0.82
Horse-colic 0.726 0.638 0.704 0.702 0.717 0.669 0.641 0.718 0.731 0.696
Post-Operative 0.711 0.722 0.7 0.711 0.711 0.711 0.711 0.689 0.722 0.711
Teaching-Assist-Eval 0.398 0.344+ 0.397 0.384 0.45 0.384 0.384 0.397 0.409 0.457
Thoracic Surgery 0.851 0.851 0.851 0.851 0.851 0.851 0.851 0.851 0.851 0.851
Bridges-version-2 0.593 0.478 0.601 0.485 0.476 0.455+ 0.445+ 0.497 0.507 0.535
Credit-approval 0.717+ 0.664+ 0.583+ 0.728+ 0.713+ 0.713+ 0.675+ 0.833 0.728+ 0.864
Credit-german 0.673 0.7 0.699 0.7 0.701 0.708 0.709 0.712 0.720- 0.7
Cylinder-bands 0.707 0.7 0.63 0.694 0.761 0.698 0.659 0.606+ 0.676 0.678
Dermatology 0.642+ 0.721+ 0.647+ 0.682 0.819 0.814- 0.858- 0.653+ 0.495+ 0.77
Heart-statlog 0.726 0.819 0.648+ 0.726+ 0.681+ 0.744 0.726 0.77 0.733 0.793
Hepatitis 0.82 0.813 0.837 0.826 0.794 0.832 0.781 0.787 0.852 0.792
Labor 0.813 0.807 0.81 0.7 0.81 0.72 0.74 0.797 0.77 0.863
Liver-disorders 0.58 0.58 0.58 0.58 0.58 0.58 0.58 0.58 0.58 0.58
Tae 0.398 0.344 0.397 0.384 0.344 0.384 0.384 0.371 0.344 0.351

Average 0.646 0.617 0.620 0.621 0.653 0.632 0.621 0.644 0.634 0.672

Table 16: Classification accuracy of Random-Forest on 20 mixed datasets from the UCI repository.

Dataset SVD-Entropy SPEC Laplacian Score UFSACO MGSACO RRFSACO1 IRRFSACO1 Fsfs SUD Usfsm

Acute-Inflammations 0.583+ 0.575+ 0.658+ 0.533+ 0.533+ 0.533+ 0.533+ 0.692 0.767 0.825
Automovile 0.722- 0.571 0.634 0.673- 0.696- 0.712- 0.752- 0.633 0.658- 0.552
Contraception 0.461 0.419+ 0.424+ 0.492 0.451 0.492 0.492 0.433 0.461 0.461
Flags 0.479 0.377 0.412 0.381 0.608- 0.376 0.346 0.386 0.35 0.36
Heart-c 0.637+ 0.809 0.72 0.647+ 0.631+ 0.647+ 0.637+ 0.67 0.683+ 0.772
Heart-h 0.762 0.650+ 0.684+ 0.612+ 0.680+ 0.694+ 0.619+ 0.789 0.83 0.833
Horse-colic 0.641 0.658 0.682 0.671 0.669 0.66 0.614+ 0.726 0.736 0.682
Post-Operative 0.678 0.711 0.711 0.678 0.711 0.711 0.711 0.667 0.667 0.711
Teaching-Assist-Eval 0.398+ 0.471 0.397 0.384+ 0.47 0.384+ 0.384+ 0.424 0.49 0.49
Thoracic Surgery 0.845 0.832 0.804+ 0.798+ 0.798+ 0.809+ 0.815+ 0.85 0.845 0.853
Bridges-version-2 0.612 0.432+ 0.629 0.402+ 0.418+ 0.418+ 0.418+ 0.46 0.488 0.545
Credit-approval 0.735+ 0.686+ 0.583+ 0.667+ 0.668+ 0.686+ 0.652+ 0.801 0.697+ 0.867
Credit-german 0.662 0.701- 0.674 0.636+ 0.647+ 0.655 0.648 0.707 0.685 0.684
Cylinder-bands 0.68 0.72 0.778- 0.696 0.652 0.713 0.739 0.676 0.728 0.687
Dermatology 0.639+ 0.639+ 0.639+ 0.611+ 0.809- 0.759 0.828- 0.631+ 0.492+ 0.74
Heart-statlog 0.685+ 0.822- 0.615+ 0.656+ 0.670+ 0.656+ 0.626+ 0.744 0.7 0.752
Hepatitis 0.801 0.821 0.831 0.782 0.769 0.78 0.722 0.736 0.833 0.826
Labor 0.88 0.823 0.813 0.69 0.833 0.78 0.827 0.76 0.79 0.843
Liver-disorders 0.524+ 0.533+ 0.597 0.469+ 0.577 0.469+ 0.469+ 0.502+ 0.6 0.603
Tae 0.398 0.471 0.397 0.384 0.477- 0.384 0.384 0.418 0.470- 0.351

Average 0.641 0.636 0.634 0.593 0.638 0.616 0.611 0.636 0.649 0.671
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Figure 12: Average classification performance of SVM, KNN (K = 3), NB, and Random Forest on real and
synthetic datasets.

Tables 13-16 show the classification results over the real datasets of Table 3 using SVM, KNN (K = 3),
Naive Bayes (NB), and Random-Forest, respectively. As it can be seen in Table 13, our method overcomes
all other methods on average, using SVM. Moreover, our method showed a significantly better performance
than most other methods in many datasets. A similar result is shown in Table 14 for KNN (K = 3), where we
can see that USFSM outperforms all other methods on average, and it is significantly better than most other
methods. Likewise, Table 15, shows the classification results using Naive Bayes. With this classifier, our
method obtains the best results on average among the used classifiers, outperforming the other unsupervised
feature selection methods, and achieving a significantly better behavior. Meanwhile, using Random-Forest
(see Table 16) our method again got the best results on average, having a statistically better behavior. On
the other hand, for the synthetic datasets, the results were very similar to those obtained in the real datasets.
A comparative chart of the average classification accuracy achieved by the four classifiers over the real and
synthetic datasets of Tables 3-4 is shown in Figure 12, where the superiority of the proposed method can be
appreciated.

Finally, we also show the performance of the classifiers using different percentages of selected features
(i.e., 20%, 30%, 40% and 50%, as in the first experiment). In Figure 13, the average classification results
obtained by SVM, KNN (K = 3), NB, and Random-Forest over the real datasets can be observed. The
results showed in Figures 13a-13d, provide evidence that the proposed method is the best on average in
the real datasets. In specific, using SVM and NB, we can see that our method get the best results in all
percentages of selected features. For KNN (K = 3) and Random-Forest, it can be observed that using 20%
and 30% of the features it is possible to obtain the best results. With higher percentages, the Laplacian
score, SVD-Entropy, and SUD methods yield slightly better results than ours. Likewise, for the synthetic
data, in Figures 14a-14d, it is observed that the best results are achieved by our method, being SVD-Entropy
and Laplacian Score, the second and third best methods respectively. Note that in these synthetic datasets,
USFSM, SVD-Entropy, and the Laplacian score are significantly better than the rest.

From the results shown in Tables 13-16 as well as of Figures 12-14, it can be concluded that our method
achieved the best classification results over real and synthetic datasets compared to other unsupervised
feature selection methods of the state-of-the-art. Especially with SVM and NB, where it always showed
the best performance. It is also possible to appreciate again through the results that our method places the
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most relevant features at the beginning of the ranking, and that both the feature discretization (used in SUD),
as well as feature codification employed for the unsupervised feature selection methods for numerical data,
in general, give worse results.

6.3 Discussion

In this section, the preliminary results obtained so far in this Ph.D. research were presented. We have
introduced a new unsupervised feature selection method for mixed data called USFSM. Experiments for
evaluating and comparing USFSM against other state-of-the-art methods were carried out. The performance
of our method in terms of clustering results using two popular clustering algorithms, as well as the perfor-
mance of the proposed method in terms of the classification quality using several classifiers were conducted.
Besides the better results of the proposed method, from our experiments, we can conclude the following:

1. The experimental results provide evidence that it is possible to identify the relevant features in mixed
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Figure 13: Average classification accuracy of SVM, KNN, NB and Random-Forest selecting the 20-50% of
features over the real datasets.
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datasets.

2. Feature discretization or feature encoding as a solution for unsupervised feature selection under mixed
data, in general, produce worse results; this suggests that avoiding such procedures may help to
achieve better results.

3. Spectral feature selection theory can be used for identifying relevant features in mixed data.

7 Conclusions

This Ph.D. research proposal is focused on the problem of unsupervised feature selection for mixed data.
We present a revision of the related work to show the most relevant approaches that have been proposed
to solve this problem. Based on this review we highlight the need for further research in this area. Then,
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Figure 14: Average classification accuracy of of SVM, KNN (K = 3), NB and Random-Forest selecting
the 20-50% of features over the synthetic datasets.
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our Ph.D. research proposal is introduced; including justification and motivation, the problem to be solved,
research questions, hypothesis, our research objectives, and the methodology that will guide our research.

Following the methodology above mentioned, as preliminary result, we have developed a new method,
USFSM, for selecting features in unsupervised mixed data. In our method, the relevance of features is
measured taking into account the contribution of each feature for defining the cluster structure in the data.
The feature evaluation is performed using a kernel and a feature relevance evaluation measure that uses the
spectrum of the Normalized Laplacian matrix. After conducting several experiments on different real and
synthetic mixed datasets, we can conclude that the proposed method can effectively identify the relevant
features in this kind of data. Moreover, our method proved to be better than several unsupervised filter
feature selection methods of the state-of-the-art, including SUD, SVD-Entropy, SPEC, Laplacian score,
UFSACO, MGSACO, RRFSACO1, IRRFSACO1, and Fsfs. The experimental results regarding clustering
evaluation measures (ACC and NMI) using the k-prototypes and EM clustering algorithms show that in most
cases USFSM significantly outperforms the other feature selection methods. On the other hand, the results
in terms of classification accuracy using four well-known classifiers, namely SVM, KNN, Naive Bayes and
Random-Forest show that our method has on average better performance than the other methods. A paper
including these results is being prepared for to be submitted to the Journal of Pattern Recognition.

Throughout our preliminary work, we have partially covered the first, second and third points in our
proposed methodology. Finally, based on our preliminary results, we conclude that following the proposed
methodology our objectives can be reached in the time defined by the Computational Sciences Coordination
for accomplishing a Ph.D. degree.
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