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Abstract

Cashiers are the service windows of supermarkets, which not only are the images of the supermarkets but
also service quality and business efficiency. The long queue of customers waiting to be served by cashier is
not an ideal. Most people prefer to give up or go away instead of waiting in queue. With similar quality and
price, service quality is the key for prefer one or another supermarket. So the design of systems that analyses
the queues in supermarkets and suggest opening or closing check—out stands service optimization—based
approach, are of great support for managements. This work presents an approach that combines queueing
theory and decision theory for design and build an automatic making decision human and assist support.
The setting is a simulated supermarket service controlled by policies generated by Factored MDPs to min-
imize the long-term cost function. Preliminaries tests demostrates that the performance of the simulated
model is according with the mathematical counterpart, and the actions selected by the controller are ac-
cording the optimal policy.

1 Introduction

Currently, supermarkets understand that the overall service is the key for the success, and the service
quality is the key for winning the competition in supermarkets with similar quality and price. For supermar-
kets, more cashiers mean more investments, however, few cashiers may lead to serious waiting, affecting
service quality and causing loses of customers. Some times, managers make decisions that not always result
the best option for the business efficiency, so the design of automatic systems that supports management
decisions are of great help. In this work, we present the design of a simulator for the queue supermarket
joined with a controller based on Factored Markov decision process (FMDPs) [1], for optimizing the su-
permarket service. Specifically, the overall designed system suggests the optimal number of cashiers in a
planning period, this decision is based on minimum—cost approach. For getting the proposed system we
integrate aspects of queueing theory and decision theory. In particular, queueing theory addresses problems
related to the optimal design and control of queues and allows one to determine, for example, how to assign
servers to diferent types of jobs or how many servers to employ so as to optimize some measure of system
performance [2], [3]. Problems dealing with queue design are static in nature: the goal is to find optimal
values for parameters which, once determined, become fixed characteristics of the queueing system, such as
the maximum number of allowed customers [4], maximum waiting time for customers in queue [4] or the



total number of available servers [5], [6], [7]. Problems dealing with queue (service) control are dynamic:
the goal is to find the optimal operating policy, that is, rules for turning the server in occupied and idle,
that result in the lowest long-run cost, see Cooper (1990). Then this models determine an optimal action to
take when the queue is in a particular state [3], [8], [9], [10], [11], [12]. Some works propose solutions to
problems dealing with optimal queue design and queue control, [13] [14].

The problem we address in this paper deals with both queue design and service control, since we would
like to determine, based on minimum total cost (cashier cost + waiting cost), the optimal number of cashiers
that should be attending in the supermarket (a fixed characteristic of the system) and how this cashiers should
be selected during a planning horizon (what action should be taken in a particular state of the queue). For
reaching this, we structured our work in two parts (See Figure 1).

Part I. Based on queueing theory we designed a simulation model for the supermarket queue system
with C servers. Then we simulated the behaviour of the events (arrival rate and service rate) that occur
when customers are waiting for service in the supermarket queue. Our simulator is based in the M/M/C
(under the Kendall notation [15]) mathematical model, this model represents a Markovian process, where
the first M means that arrival process () is represented by a Poisson distribution, the second M indicates
that the service time () follows a exponential distribution, C means multiple servers. The parameter val-
ues obtained with the simulated model were compared for matching with the analytical mathematical model.

Part II. Based on the Factored Markov Decision Process (Factored MDPs) framework and using the
parameters values of the supermarket queue model previously simulated, we obtain the policy for the con-
troller. The optimal policy is constructed using Spudd [16] and the reward is based on a measurement of
minimum cost reached during the planning period. At the moment, the actions selected by the policy, and
that controller suggests are: (i) Continues (no changes), (ii) Add one cashier, and (iii) Eliminate one cashier.
Preliminary tests indicate that selected actions by the controller are according to the observed states in the
supermarket queue model.

The rest of the document is organized as follows. Section 2 presents an overview of the queuing theory.
In Section 3 we present the design of the simulator for the supermarket queue model. In Section 4, we
present the Markov Decision Process and the design of the contrroller based on Factored MDPs. In Seccion
5 we discuss related work. Finally, conclusions and extensions to the present work are described in Section
6.

2 Queuing theory

Queueing theory deals with problems which involve queuing (or waiting) [2]. A typical example might be
supermarkets with customers waiting for service. As we know queues are a common every-day experience.
Queues form because resources are limited. In fact it makes economic sense to have queues [3]. For
example how many supermarket tills you would need to avoid queuing?, in designing queueing systems we
need to aim for a balance between service to customers (short queues implying many servers) and economic
considerations (not too many servers). In essence all queuing systems can be broken down into individual
sub-systems consisting of entities queuing for some activity. Typically we can talk of this individual sub-
system as dealing with customers queuing for service. To analyse this sub-system we need information
related mainly to:
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Figure 1. Components of the supermarket service controller system

e Arrival process (how customers arrive, how the arrivals are distributed in time, whether there is a finite
population of customers or (effectively) an infinite number). The simplest arrival process is one where
we have completely regular arrivals (i.e. the same constant time interval between successive arrivals).
A Poisson stream of arrivals corresponds to arrivals at random. In a Poisson stream successive cus-
tomers arrive after intervals which independently are exponentially distributed. The Poisson stream is
important as it is a convenient mathematical model of many real life queuing systems and is described
by a single parameter: the average arrival rate [17]. Other important arrival processes are scheduled
arrivals; batch arrivals; and time dependent arrival rates (i.e. the arrival rate varies according to the
time of day).

e Service mechanism (the service time distribution, the number of servers available, whether the servers
are in series (each server has a separate queue) or in parallel (one queue for all servers)). Assuming
that the service times for customers are independent and do not depend upon the arrival process is
common. Another common assumption about service times is that they are exponentially distributed.

Queueing Theory tries to answer questions like the mean waiting time in the queue, the mean system
response time (waiting time in the queue plus service times), mean utilization of the service facility, number
of servers to be employed, average number of customers waiting in the queue, distribution of the number
of customers in the queue, distribution of the number of customers in the system and so forth [5], [6], [7].
These questions are mainly investigated in a stochastic scenario, where the interarrival times of the cus-
tomers or the service times are assumed to be random as said earlier.

In order to get answers to the above questions there are two basic approaches:

e Analytic methods or queuing theory (formula based); and



e Simulation (computer based).

The reason for there being two approaches (instead of just one) is that analytic methods are only avail-
able for relatively simple queuing systems. Complex queuing systems are almost always analysed using
simulation (more technically known as discrete-event simulation). The simple queueing systems that can be
tackled via queueing theory essentially: () consist of just a single queue; linked systems where customers
pass from one queue to another cannot be tackled via queueing theory and (ii) have distributions for the
arrival and service processes that are well defined (e.g. standard statistical distributions such as Poisson
or Normal); systems where these distributions are derived from observed data, or are time dependent, are
difficult to analyse via queueing theory.

2.1 Basic notation

A basic model of a service center (in this case a supermarket) is shown in Figure 2. The customers arrive
to the service center in a random Poisson stream fashion. The service facility can have one or several servers,
each server capable of serving one customer at a time, the service times needed for every customers are also
modeled as random variables exponentially distributed. We make the following assumptions:

The customer population maybe finite or infinite size, in the supermarket setting the assumption is infinite
population, the interarrival times are independent random stream and defined by %

The service times for each customer are also random variables. The average expected service time is
obtained with i

Queueing systems may not only differ in their distributions of the interarrival— and service times, but
also in the number of servers, the size of the waiting line (infinite or finite), the service discipline and so
forth. Some common service disciplines are:

e FIFO: (First in, First out): a customer that finds the service center busy goes to the end of the queue.

e LIFO: (Last in, First out): a customer that finds the service center busy proceeds immediately to the
head of the queue. She will be served next, given that no further customers arrive.

e Random Service: the customers in the queue are served in random order.

¢ Round Robin: every customer gets a time slice. If her service is not completed, she will re—enter the
queue.

e Priority Disciplines: every customer has a (static or dynamic) priority, the server selects always the
customers with the highest priority. This scheme can use preemption or not.

The Kendall Notation is used for a shorthand characterization of range of these queueing models [15].
It is a three—part code a/b/c, where a specifies the interarrival time distribution, b the service time dis-
tribution, and c denote the number of servers. This model can be extended to include other parameters as
the maximum size of the waiting line and the queue discipline. The notation for the supermarket model
used in this work is (M/M/C) : (FCFS/oco/0), this queuing model assumes that all interarrival times
are independently and identically distributed according to an exponential distribution, that all service times
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Figure 2. Supermarket service model

are independent and identically distributed according to another exponential distribution, that the number
of servers is C, that all customers are first come first served, that there is no limit of customers on the en-
tire system, and that the size of the calling source is infinite. In the succesive we only refer this model as

(M/M/C).

Some performance measures. Relevant performance measures in the analysis of queueing models are:

Server utilization: is the percent of time server is busy

A
=X )
cp

Where
A : means the average arrival ratio of customers in the queue,

w : the average service ratio. and
c : the number of cashiers.

The probability that the system (queue and server) is empty:
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The average lenght of queue is represented as

The average waiting time for customers in queue is represented as



Wy = =2 (4)

In particular, in this work we are interested in how obtain the total cost derived by the time that customers
spent in the queue, and the cost derived by service time of cashiers. The waiting time cost is not easy to
obtain, but there are works related with its study [8, 13] that give some ideas.

3 Simulation of supermarket service

Computer simulation is a method to obtain information about the behaviour of a system in order to provide
information for decision. It is an effective way of solve complicated practical problems. The queuing system
is the most typical problem in discrete event systems. Computer simulation is a quite effective way of solve
queuing problems, analyzing the performance of the queuing system. In this work we realize the design
and control of a supermarket service facility in order to decide when to open or close a server under a
minimum—cost approach. Using information about the estimation of waiting cost, the decision maker can
to determine the optimal number of servers for each planning period by minimizing the total cost (service
cost 4 waiting cost). In this section we are approaching only the process of design of a supermarket service
model. In the proposed model the simulation of multiple servers is realized varying the value of A according
to the number of servers attending, and maintaining constant the service ratio (1), this is a valid assumption
when there are not many interchanges of customers between the rows in the queue. So we are using multiple
M/M/1 model.

3.1 Theoretical Model for Supermarket Service

In supermarket service, the basic model includes the input process, the service time and the queuing rule.
The supermarket service system is an M/M/C model. In the simulation of the queuing system, there are
some conceptions usually being used as below.

Customers Arrival Mode. The customer size is limitless, and the arrival is individual, arrival mode is
often described with arrival interval. The random arrival mode applied in this model is represented by the
Poisson distribution [17]. Poisson distribution arrival is defined as:

de A
P{N(t) =k} = ;{! 5)

Where: N(t): is the number of entity arrival in (0,¢), ¢t > 0,k = 1,2, ...

If the entity arrival satisfies steady Poisson distribution the arrival interval will obey Index distribution
and density function is:

f(t) = re™ e? (6)

_ 1
B

Where t > 0, 8 = % is the average value of arrival interval.



Service Mode. The random service time is described with a exponential distribution defined as:

f(t) = pe T (7)

Performance measurements. The performance measurements used in this work correspond to the
M/M/1 model and are the following:
Server utilization
A
p=2 < (8)
!

Average waitig time that customers spent in the queue

€))

Average lenght of the queue is defined as

W, = = AW, (10)

(g — A)

3.2 Details of the simulator

For some aspects of the simulator, we performed a modification and extension to the simulation computer
program for MM1 model by Law and Kelton [18]. We replaced the random number generator by another
appropriate to our end', also we added an interface to allow the interaction with users after we included
multiple threads to simulate multiple MM1 queues.

Discrete-event simulation: The discrete—event simulation of a system is a representation where the
state variables change instantaneously at separated points in time. More precisely, state can change at only
a countable number of points in time, these points in time are when an event occurs. An event is defined
as instantaneous occurrence that may change the state of the system. In the supermarket M/M/1 model we
define the following:

State variables.

e Status of server (idle, busy), needed to decide what to do with an arrival.
e Current length of the queue, to know where to store an arrival that must wait in line.

e Time of arrival of each customer to the queue, needed to compute time in queue when service starts.

'We are using the Mersenne Twister [19] that generates periods long enough for many practical applications.



Events

e Arrival of a new customer.

e Service completion (and departure) of a customer.

Time—advanced mechanisms. Simulation clock: Variable that keeps the current value of (simulated)
time in the model. Time advanced is next—event based, using the following:

e Initialize simulation, clock set to 0.
e Determine times of occurrence of future events — event list.

e Clock advances to next (most imminent) event, which is executed, this execution may involve updating
the event list.

e Continue until stopping rule is satisfied (must be explicitly stated).

e Clock jumps from one event time to the next, and does not exist for times between successive events
—periods of inactivity are ignored.

Components and Organization of a Discrete-Event Simulation Model. Each simulation model must be
customized to target system but there are several common components (see Figures 3 and 4).

e System state, variables to describe state.

e Simulation clock, current value of simulated time.

e Event list, times of future events (as needed).

e Statistical counters to accumulate quantities for output.

e Initialization routine to initialize model at time 0.

¢ Timing routine to determine next event time, type; advance clock.
e Library routines to generate random variates, etc.

e Report generator to summarize, report results at the end.

e Main program that ties routines together, executes them in the right order.

Problem Statement. The following statements are considered to the M/M/1 queue model:

e Assume interarrival times are independent and identically distributed random variables.

e Assume service times are identically distributed random variables, and independent of interarrival
times.

e Queue discipline is FIFO.
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Figure 3. Components and Organization of a Discrete-Event Simulation Model. The simulator is
structured by the following main blocks: (a) Initialization routine, (b) Main program, (c) Timing
routine, (c) Event routine, (d) Library routines and (e) The report generator [18].
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e Start empty and idle at time 0.
e First customer arrives after an interarrival time, not at time 0.

e Stopping rule: When the last customer has completed delay in queue (i.e., enters service) we are
assigning a value of 1000.

Quantities to be estimated and showed in our interface (see Figure 5).
e Expected average delay in queue (excluding service time).
e Expected average number of customers in the queue.
e Server utilization.
e Number of delays completed.

Generation of the random number. In order to generate an observation from an exponential distribu-
tion, we assume a perfect random—number generator that generates independent and identically distributed
variates from a continuos uniform distribution on the interval [0, 1] denoted the U (0, 1) distribution, obey-
ing the next two steps: (1) generate a random number U, and (2) return X = —fInU, this is similar to the
approach of Lian et al to obtain the random number generator [20].

3.3 Running the simulator

We tested the simulator varying the rate of arrivals (\) and rate of service (u), then we analysed the be-
haviour of the supermarket model, using the obtained information from the relevant variables (Lq, Wy, p, c).

Experiment 1. Behaviour of the system when the rate of arrivals and the rate of service are varying. In
Figures 6 and 7, we show the results of the simulation model when the rate of arrivals (\) and the rate of
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Figure 5. One view of the interface realized for the simulation of the queue supermarket model,
here showing three cashiers attending customers (indicated by color balls) and the values of
relevant variables. Input data -top right side- are: interval time between customers arrivals
and service time. When simulation is finished the output data - left and bottom side-, are: the
performance of the system (p), average waiting time (1/,) and expected number of customers
in queue (L)

11



1350
1200 /’
1050 7
900 7

750

600 ——

450

300 S

150 el

—

0.00 T T T T T T T i
048 067 078 081 08 087 089 09

Server utilization

mean lenght queue

Figure 6. Behaviour of the L, and p parameters during the variation of \ and .

service (u) are varying. Following we explain the results observed. For values of interarrival times greather
than values of service times, the behaviour of the system is stable (few queue lenght and few waiting time
for customers), it is observed in the Figures 6 and 7, in the values for p ranking from 0.48 to 0.81, where the
values corresponding for the mean queue lenght (L) ranking from 0.45 customers to 6.7 customers, while
the average waiting time during the same interval goes ranking from 1.33 minutes to 6.7 minutes. However,
when the values of inter—arrival times and service times are closing, the expected queue lenght and waiting
time are rising, this incremental for values are observed for server utilization ( p) values ranking from 0.85
to 0.99, during this interval we observed that the values for the average queue lenght and the average waiting
time are increasing, the growing for the queue lenght reach values from 4.87 customers to 12.6 customers, at
time, the average waiting time is reaching values from 9.8 minutes to 19.7, which is a excesive waiting time.
Some researchers are strongly recomended values for optimal server utilization factor, and fixed appropriate
values in the interval 0.60 to 0.80, being 0.75 the optimal value [3, 2], this means that the cashiers are busy
the 75% of the full service time. Then, taking in mind this recomendation, our model simulator suggest that,
under this operation conditions 3 customers is an appropriate number for the lenght queue, and 3 minutes an
appropriate waiting time for customers, these values were obtained for inter—arrival times of 1 minute and
service time of 0.8 minutes.

Experiment 2. Behaviour observed when the inter arrival time is maintained constant and the service rate
is varying. Figure 8 indicates the behaviour observed in the simulated queue model when the inter arrival
rate is constant and the service rate is varying. This condition could be observed when the customer service
is realized by different cashiers or could be reveal the animical state of the same cashier. The inter arrival
time rate in this test is fixed in \; = 1, this means that in this supermarket model a customer arrives each
minute. The values assigned for the service rate for this test are © = {2,1.75,1.5,1.33,1.16, 1.08, 1.03},
these values indicates a service rate of: 120 customers served per hour, 105 customers served per hour, 90
customers served per hour, 80 customers served per hour, 70 customers attended per hour, and 65 customers
attended per hour. With the analysis of the results given by the simulator, the conclusions are: (i) when the
service rate is twice (1 = 2) the arrival rate, the server utilization is 50% (p = 0.50) , means that in one
hour the cashier is idle the half of the time, (i7) when the service rate aproximates the arrival rate, the server
utilization is increasing (p = (0.57,0.64,0.75, 0.85,0.92), then the cashier is occupied more and more time,

12
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if the service rate continues with this behaviour, the system collapse. The mean queue lenght is bigger than
twelve customers when the server utilization is 92% (p = 0.92) and the waiting—time in this case is bigger
than 12 minutes per customer. This indicates that must exists a balance between the service rate and inter
arrival times in order to permitt the system operates in steady condition, when this goal is reached, the result
is an appropriate environment between customers and service institutions.

Experiment 3. Behaviour observed when the rate of arrivals superates the service rate. Figures 9 and
10 illustrating the behaviour observed in the simulated queue model when the arrival rate superates the ser-
vice rate. This is a common situation when the managers not taking prevission for rush hours in some sales
places. To simulate this condition, we divide the arrival rate stream with the number of active cashiers (\/c),
this is a valid assumption when not exists many interchanges between customers in the queues [3]. Then, the
operation of the simulator is very similar with M /M /1 mathematical queue model. For this test we consider
the following: (7) the arrival rate stream is 60 customers per hour, and the service rate of 30 customers per
hour, this means, that arrival rate duplicates the service rate. Figure 9 shows a value? bigger than 18 for the
waiting time and one cashier attending, so the waiting time value is excessive, with the same condition the
mean lenght queue is bigger than 40 customers ——excessive too——. When the cashiers attending incre-
ments in one -now are two cashiers- the average waiting time is reduced to 13.7 minutes (big still), but, if the
number of cashiers increments in one again -now are three-, the waiting time diminishes drastically its value
to 1.73 minutes ——a very reasonable waiting time——. In Figure 10, we observe the variation between
the server utilization and the cashiers attending (service rate), when there is only one cashier attending, the
system crashes, if one cashier is adding the server utilization is 95 percent —— the queue may soon collapse
under this condition ——, if a third cashier is added, the server utilization is 64 percent, and the system is
under stability conditions. As we said before, must exists a compromise between the cost generated by the
service and the cost caused by the waiting time for an appropriate purshasing environment for people in a
supermarket facility.

Experiment 4. Comparation between the simulated model and the analytical model. Figure 11 shows

’In fact, the value in this case is bigger than 40, but we assign this value for clarify and visualization purposes.
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the results obtained between the analytical mathematical A/ /M /1 model and our simulated M/ /M /1 model.
The parameters used in this test are the following: (a) the value for the arrival rate is 60 customers per
minute and is maintained fixed, (b) the values for the service rate are varying with the following values
w = {120, 105,90, 80, 70,65} customers per hour. The values obtained by our simulated model are very
close to computed by the analytical model. Results obtained for both models exhibited a variation ranked
from 4% to 14%, as we can appreciate in the Figure 11.

We conclude according with experimental results, that our simulation model designed for the supermarket
service queue is reliable.

3.4 Optimal number of cashiers

Determining the optimal number of cashiers is one of the problems that addresses queueing theory. Ba-
sically, there are two approaches to solve this problem: (i) Decision cost-based model and (ii) Decision
accept-based model [3]. Following we explain each one.

Decision cost-based model. The goal is to balance the total cost, the optimal service level is reached
when the sum of both costs is minimal. Using the estimation of waiting cost allows decision maker to have
the capability of determining the optimal number of servers for each planning period by minimizing the total
cost including the service cost and the waiting cost. However, this estimation is not easy and almost always
present difficulties [8], when this occurs, the optimizing can be obtained using another approach, like as the
acceptation level model, this consists in balancing conflictives measures, like the average waiting time and
idle servers time.

Decision accept-based model. In this case, the goal is to balance conflictives measures, like the average
waiting time (W) and idle server time (X). Generally the values for this variables are adjusted using a

15
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Figure 11. Comparation between analytical results and simulated results for the queue service
model.

subjetive approach for each particular application [3]. In this work, the value for (17, ) is determined by the
simulator queue model under steady operation conditions (A < p) . Figure 7 illustrates the behaviour of the
supermarket queue model under steady operation conditions, this values were gotten varying the arrival rate
and service rate, then the value for (W) variable must be less than 7 minutes (value obtained when server
utilization value is 81%). To determine the idle time value, some researchers [3, 18] suggest that optimal
values for idle time server are from 20% to 30%. In this work, we consider interval values computed by
the simulator of the supermarket queue model under steady operation (see Figure 7), then selected values
for the X variable are ranking from 19% to 33% (very similar with the suggested values). However, not
always is possible matching this values, then the management must to decide the best action. For example,
Figure 12 illustrates values for W, and X variables, when the value of the arrival rate (\) and service rate
(u) are varying. Taking into account the values observed in this Figure, the optimal number of cashiers are
indicated by the shadowed areas. This means, that in the first row the average customer waiting time is 5.43
minutes (less than 7 minutes) and the idle server time is 18.6% (very close to 19%), then the optimal number
for cashier is 1, in the second row the values of waiting time and idle server time suggest that 2 cashiers are
the optimal number under this operation conditions.

In this work we applied the last approach, in which, the goal, as we said before, is to balance con?icting
measurements, like the average waiting time Wq and idle server time X.

Next, we are interested in determining the optimal number of cashiers during a planning horizon (what
action should be taken in a particular state of the queue), for getting it, we construct an optimal policy using
Factored MDPs.

4 Markov Decision Process
A Markov decision process (MDP) is a mathematical framework for sequential decision making problems

in stochastic domains. MDPs thus provide underlying semantics for the task of planning under uncertainty.
While the notion of an MDP may appear quite simple, it encompasses a wide range of applications and has
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Cashiers attending
1 2 3 4 3] parameter
values
Wy 5.43 0.88 0.27 0.26 0.19 p=65, =60
X 18.6 54 73 77 83
Wy 4117 [1.12 0.57 0.38 0.21 p=65, A=70
X 2 48 67 73 81
Wq 435 19 0.78 0.56 0.38 p=50, A=60
X 1 35 63 71 78
Wy 527 3.74 1.36 0.73 0.47 p=40, A=60
X 0.73 28 49 76 77
Wy 59.7 18 1.85 0.97 0.63 p=60, =120
X 0.17 6 34 47 63

Figure 12. lllustration of the optimal cashiers attending, the parameter values are determinated
by the simulator under steady operation conditions, recommended values in each case are
appearing by shadowed boxes.

generated a rich mathematical theory. A concise overview of the MDP framework is the following.

A Markov decision process (MDP) is defined as a 5-tuple (S,A,R, T, y) where: S is a finite set of |S| = N
states; A is a finite set of actions; R is a reward function R : S x A — R, such that R(s, a) represents the
reward obtained by the agent in state s after taking action a, 7' is a Markovian transition model defined
asT : S x A — Prob(S), where the probability of going from state s to state s’ after taking action a is
represented as P(s’|s,a); and ~, the planning horizon. The process has a planning horizon, i.e. the time
points at which the system has to be controlled. The objective of MDP is to determine a policy, a decision
rule for each decision time point and each history (including the present state) of the process, that optimizes
the performance of the system. The performance is measured by a utility function. This function assigns to
each policy, given the starting state of the process, a value according to optimality criteria, which generally
is a metrics of the total expected reward over an horizon (finite or infinite).

While classic solving methods, such as value iteration [21], policy iteration [22], or linear programming
[23], scale up well in terms of the total number of states and actions, these techniques present a problem,
in purely discrete settings, the running time of these algorithms grow up exponentially when the number of
domain features increasing. Then, classical dynamic programming, which requires explicit enumeration of
the state space, is typically infeasible for feature-based planning problems. So, factorized representations
that allows us to exploiting the problem structure to represent exponentially—large MDPs very compactly,
like Factored MDPs [1], are an efficient solution. In this Section, we designed and built the second part
(1), of the controller for the supermarket system (See Figure 1). The design of such controller is based on
a Factored MDP, specifically in a dynamic abstraction method for solving MDPs using algebraic decision
diagrams (ADDs) [24] to represent value functions and policies [16].
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4.1 Factored Markov Decision Process

Factored Markov decision processes (MDPs) allow us to represent complex uncertain dynamic systems
very compactly by exploiting problem—specific structure. Specifically, the state of the system is described
by a set of variables that evolve stochastically over time using a compact representation called a dynamic
Bayesian network (DBN) [25]. A DBN exploits the structure of the problem assuming that the short—term
evolution of a particular variable only depends on a few other variables, e.g., the state of waiting—time for
customers in supermarket queue is only directly affected by a few other states —in this case the number of
cashiers attending—. Factored MDPs often allow for an exponential reduction in representation complexity.
However, the complexity of exact solution algorithms for such MDPs grows exponentially in the number
of variables. So, the research of a framework that allows to build and approximate planning algorithms
exploiting the structure in Factored MDPs to solve problems with large states and actions efficiently, is the
field of current research [26], [16], [27].

4.2 Algebraic Decision Diagrams (ADDs)

Algebraic decision diagrams (ADDs) [24] are a compact and efficiently manipulable data structure for
representing boolean functions. These data structures have been used extensively in the VLSI CAD field
and have enabled the solution of much larger problems than previously possible. ADDs generalize binary
decision diagrams to represent real-valued functions B” — ¥t ; thus, in an ADD, we have multiple terminal
nodes labeled with numeric values. More formally, an ADD denotes a function as follows:

1. The function of a terminal node is the constant function f() = ¢ where c is the number labelling the
terminal node.

2. The function of a nonterminal node labeled with boolean variable S; is given by f(s1...8,) =
S1-fthen(82---Sn) + ST.feise(S2...5,,) Where s; are viewed as boolean values, and fipep, and fese are
the functions of the ADDs rooted at the then and else children of the node.

ADDs has several useful properties. First, for a given variable ordering, each distinct function has a
unique reduced representation. In addition, many common functions can be represented compactly. Further-
more, efficient algorithms (e.g., depth-first search with a hash table to reuse previously computed results)
exist for most common operations, such as addition, multiplication, and maximization. Finally, because
ADDs has been used extensively in other domains, very efficient implementations are readily available. As
we will see, these properties make ADDs an ideal candidate to represent structured value functions in MDP
solution algorithms.

4.3 Representation of MDPs using ADDs

In a Factored MDP, the set of states is described via a set of random (state) variables S = {S1, ..., Sp},
where each .S; takes on values in some finite domain Dom(.S;). A state s defines a value s; C Dom(S;) for
each variable S;. In general, we use upper case letters (e.g., S) to denote random variables, and lower case
(e.g., s) to denote their values. We assume each S; is a multi—valued variables. Actions are often most
naturally described as having an effect on speci?c variables under certain conditions, implicitly inducing
state transitions. DBN action representations [25], [26] exploit this fact, specifying a local distribution
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over each variable describing the (probabilistic) impact an action has on that variable. A DBN for action
requires two sets of variables, one set S = {51, ..., .S, } referring to the state of the system before action
has been executed, and S” = {57, ..., S, } denoting the state after a has been executed. Directed arcs from
variables in S to variables in S’ indicate direct causal influence. The conditional probability table (CPT) for
each post—action variable .S; defines a conditional distribution over P over S; i.e., actions effect on S for

each instantiation of its parents. This can be viewed as a function P (51...S,,) but where the function value

(distribution) depends only on those .S; that are parents of S . No quanti?cation is provided for pre-action
variables S; since the process is fully observable, we need only use the DBN to predict state transitions. We
require one DBN for each action a € A.

5 Decision-theoretic controller

The policy for the supermarket service queue is defined using an MDP framework. Based on the sim-
ulated queue model results, the controller selects the most appropriate decision to assist management in
decision making. The parameters of the MDP model corresponding with the supermarket queue model are
the following:

States. The state space is characterized by three variables with three values each one that models the
supermarket queue service, and are the following: npc (number of customers in queue), nca (number of
attending cashiers) and tep (average waiting time in the queue). Each state maintains three values (low,
normal, high) indicating the queue state for each variable during different periods of the day. Interval under
steady operation conditions for each state previously mentioned are obtained from the simulation model and
they are illustrated in Figure 12 and Figure 13 . Next, the interpretation of each one is presented:

nca (number of attending cashiers). The valid values? for this state variable under steady operation con-
ditions are: low [0.84 — 0.91], normal [0.75 — 0.83] and, high [0.68 — 0.74]. The mentioned values for this
state variable are normalized ranked from O to 1. This values were selected considering the operation of the
simulator under stable condition and the goals of the designed system: optimizing the supermarket service,
this means: (i) optimizing the cashiers number and (ii) optimizing the waiting time (see Figure 12). The
optimal values for nca were previoulsy obtained, the low interval were obtained from the p variable, then
for the interval [0.84 — 0.91], means that the server utilization is ranking from 84% to 91%, this indicates
the rate of busy of the cashiers by unit time. When the controller is planning during an horizon and observes
this values, it suggests that the action must be ” continue”. The policy must suggest another action when
this values are different, by example, in the low interval if the value is bigger than 0.91, this indicates that
the arrival rate is bigger than the service rate ( See Figure 10), then the selected action is ”Add a cashier” .

tep (average waiting time). Like the state variable previously described, the valid values* for this state
variable under steady operation conditions are: low [1.8 — 3.8|, normal [3.9 — 5.9] and, high [6.0 — 8.0].
When the controller is planning during an horizon and observes those values -computed by the simulator-,
the best decision must be ”continue”. The policy indicates another action when this values are different,
by example, in the high interval if the value observed is bigger than 8.0, this indicates that the arrival rate is
bigger than the service rate ( See Figure 9), then the selected action is ”Add a cashier”.

3The unit considered for this variable is a real number indicating the number of cashiers attending.
“The units for this variable are minutes.
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Figure 13. Set of states and interval of values computed by the simulator when the operation
conditions are steady. In this case \ = 40 customers arriving per hour and ;1 = 50 customers
served per hour.

npc (number of customers in the queue). Like both previously described state variables , the valid values®
for this state variable and under steady operation conditions are: low [1.13 — 2.83], normal [2.84 — 4.54]
and, high [4.55 — 6.25]. When the controller observes those values, according to the policy the best action
selected must be ” continue”. The policy selects another action when this values are different, by example,
in the high interval if the value observed is bigger than 6.25, this indicates that the arrival rate is bigger than
the service rate (See Figure 8), then the selected action is "Add a cashier”.

Actions. In the same way that Spudd and other works [16], [25], [26], actions are often most natu-
rally described as having an effect on specific variables under certain conditions, implicitly inducing state
transitions. DBN action representations exploit this fact, specifying a local distribution over each variable
describing the (probabilistic) impact an action has on that variable. A DBN for action requires two sets of
variables, one set S = {1, ..., Sy, } referring to the state of the system before action has been executed, and
S" = {51, ..., S, } denoting the state after a has been executed (See Figure 14 ). Directed arcs from variables
S; in to variables in S] indicate direct causal influence and have the usual semantics, conditional probability
table (CPT) for each post—action variable defines a conditional distribution over S]. At the moment, the
actions defined in the MDP model are:

Continue action. We select this action, when the controller is observing that data computed by the simula-
tor indicates an operation of the queue supermarket system is in stable conditions, this means, value normal
for the state variables. Figure 15 is illustrating the influence of this action in each state variable. The effect
in this case is represented by probabilities values in terminal nodes according to the ADD semantics. For

3In this case the unit is a real number indicating the number of customers in the queue.
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Figure 14. Set of states represented as a DBN for the action Continue.

example, when the system is operating under stable condition (normal values) the value of probability value
——from the simulator—— for the transition of the state variable tep (average waiting time) from time ¢ to
t 4+ 1is 0.6 (see Figure 15). This action is like the Null action in other works [25], [28]..

Add a cashier action. When the controller is observing —during the planning period—, that the operation
model is under unestable conditions, this means: (i) the average waiting time in queue is high —is over the
normal expected value—, (ii) the expected number of customers in queue override the normal operation
conditions, and (iii) the rate of performance is high -over the 90%-, then the controller must to suggest that
appropriate action is Hire a cashier. Figure 5 illustrates the DBN that represents the action "Add a cashier”.
We can observe that, when controller selects this action, the state variable nca (number of cashiers attending
customers), affects the state variables npc (expected customers in queue) and fep (expected waiting time),
and nca too, in the next step time. Representation of conditional probabilities tables (CPTs) for this action
using ADDs is illustrated in Figure 17, where (a) is the ADD representation for the npc state variable, (b)
represents the nca state variable using the ADD semantic, and finally (c) illustrates the ADD representation
for the tep state variable. Generally this action is sugested when during the planning horizon the arrival rate
is bigger than the service rate, and maintained under that condition during several planning period.

Eliminate a cashier action. Currently, the controller only recognizes three actions and eliminate a cashier
is the third of them. This action is suggested when the operation condition reported by the queue supermar-
ket simulator is below the normal operation or steady condition. For example, if the low value for npc
variable is lower than 1.13, or the computed value for the tep variable is lower than 1.8, or the value for the
nca variable is lower than 0.68, then the controller policy indicates that the system is operating with many
cashiers, so, the appropriate decision under this operation condition can be eliminate a cashier. The goal of
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Figure 15. ADD representation of the transition function for the action Continue, the probability
values indicated in the leaves of the tree were obtained from the simulator when the system
was operating under stable condition (normal value). For example, image (a) illustrates the
average waiting time with the values before (tep) and after (tep’) action Continue is selected. In
this case, the value of probability for the transition of this state variable from time ¢ to ¢ + 1
is 0.6, the probability values for the transition of the /ow and high values ——of the same state
variable—— are 0.55 respectively, (b) this figure illustrates the probability values ——obtained
from the simulator—— fot the state that represents the number of active cashiers (nca) attending
customers during the same condition (normal value), and (c) is showing the values of probabil-
ities for the expected customers in queue under the influence of this action. Basically this action
indicates: do nothing.
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Figure 16. DBN representation for the action Add a cashier.

the controller is that the supermarket queue system, maintains its operation under normal condition, then,
must exists a balance between the service rate —indicated by the number of cashiers attending— and the
waiting time —indicated by the expected customers in the queue—.

Rewards. Each state and action has a reward associated with it. Since there are several choices of actions
at each state, the goal is to determine which action yields the highest expected reward. Some state-action
pairs may yield an immediate reward of zero (or may yield negative rewards), but may transition the system
into a state where a large positive reward is possible. We therefore want the system to be able to look an
arbitrary number of steps into the future when determining how to maximize its reward, but we wish the
system to value immediate rewards (rewards that are fewer steps away) more than long-term rewards. To bias
the system towards closer rewards, we discount future rewards by a factor of y for each step it takes to reach
them (recall that v < 1), in this work, we use the deffault value of v = 0.9 used by Spudd ( [16]). In order to
determine which actions produce the highest expected discounted reward, we compute the value function of
the MDP, using ADD aproach described below. This problem formulation is known as a discounted infinite-
horizon optimality criteria. For a through survey of optimality criteria, we refer the reader to Littman ( [29]).
To obtain optimal policy, our system must make a balance between an adequate selection of actions in each
state observed after a planning horizon. In this work, the reward function represents a commitment between
the goal of the supermarket management (optimal cashier number with minimum cost) and the goal of the
customers (minimum waiting time). This goals are reached based on: (i) optimal number of cashiers using
an accept-cost model approach (see Figure 12) and, (ii) optimal values for the queue parameters (nca, npc,
tep) based on the steady operation conditions of the simulated supermarmarket queue model (see Figure 10).
Figure 18, tries to explain the way of approach this aspects in this work. Normal condition of operation is
the joint of the two goals. Figure 19, illustrates the ADD representation of the reward function utilized in
this work. The preferred operation conditions for the supermarket queue simulator model are for the normal
value and low value in each state variable.
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Figure 17. ADD representation of the transition function for the action Add a cashier. This action
is selected when the controller is observing —during the planning period—, that the operation
model is under unestable conditions, this means: (i) the average waiting time in queue is high
—is over the normal expected value—, (ii) the expected number of customers in queue override
the normal operation conditions, and (iii) the rate of performance is high (bigger than 90%).
Image (a) illustrates the probabilities values ——obtained from the simulator—— for the state
variable npc (number of customer in the queue), when the action Add a cashier is selected, (b)
this figure illustrates the same condition for the variable nca (humber of cashiers attending)
and (c) is showing the values of probabilities for the variable rep (average waiting time) during
the influence of this action.
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Figure 18. Adequate balance between optimal humber of cashiers and minimum waiting time.
Customers preferences are minimum waiting time: then, many cashiers attending. Supermar-
ket preferences are: minimum waiting time, but, low cashiers attending. Then, to equilibrate
this preferences, and to maintain the operation system under steady operation conditions,
prefered action is Continue and prefered value for the sate variables is Normal. Prefered ac-
tions are represented by a value indicating an associate cost value in the interval 0 — 1, where
0 value indicates minimum preference.
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Figure 19. ADD representation of the reward function for the supermarket queue model con-
troller.
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5.1 Solving the MDP with SPUDD

To solve our MDP and find optimal policy construction that avoids the explicit enumeration of the state
space, we have used the SPUDD (stochastic planning using decision diagrams) system . SPUDD implements
classical value iteration, but uses ADDs to represent value functions and CPTs. It exploits the regularities in
the action and reward networks, made explicit by the ADD representation described in the previous section,
to discover regularities in the value functions it constructs. This often yields substantial savings in both space
and computational time. Here we showed a concise description of this algorithm, for a deep knowledge
refered to work realized by Hoey et al [16]. We assume that the domain of interest can be modeled as
a fully-observable MDP with a finite set of states S and actions A . A stationary policy 7 : S — A
describes a particular course of action to be adopted by an agent, with 7(s) denoting the action to be taken
in state . Initially, we assume that the agent acts indefinitely (an infinite horizon), after we consider planning
with finite horizon. We compare different policies by adopting an expected total discounted reward as our
optimality criterion wherein future rewards are discounted at a rate 0 < < 1, and the value of a policy
is given by the expected total discounted reward. The expected value V(s) of a policy at a given state s
satisfies [23]:

Ve(s) = R(s) + B Pr(S,m(s),t).Va(t) (1)

tesS

A Policy 7 is optimal if V; > V. for all s € S and policies 7. The optimal value function V* is the value
of any optimal policy. Value iteration is a simple iterative approximation algorithm for constructing optimal
policies. It proceeds by constructing a series of N-stage-to-go value functions V" . Setting V? = R, we
define

V"H(s) = R(s) + maxqea {BZPT(S,?‘F(S),t).Vn(t)} (12)

tesS

The sequence of value functions V" produced by value iteration converges linearly to the optimal value
function V*. For some finite n, the actions that maximize Equation 12 form an optimal policy, and V"
approximates its value. A commonly used stopping criterion specifies termination of the iteration procedure
when

€(1-p)
26

This ensures that the resulting value function V™! is within €/2 of the optimal function V*. at any
state, and that the resulting policy is e—optimal [23]. Following the previous approach indicated by Hoey
et al [16] to constructing optimal policies, we solved our MDP model previously described. Figure 20,
illustrates the policy obtained with Spudd and that our controller is obeying, to suggest the best decision for
supermarket management. Evaluation of this policy is illustrated in Figure 21. As we can see in both tests,
the operation of the controller is correct, and it suggest the appropriate action according the policy computed
by Spudd.

e =ve] <
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Figure 20. Optimal policy computed by the Spudd and based in classical value iteration al-
gorithm. State variables are appearing in the order required by Spudd and are the following:
npc represents the number of person waiting in queue, as we can observe this variable has
three values: low (poco), normal (normalp) and high (alto). After, the variable nca represents
the number of cashiers attending customers, and in the same way that previous variable has
three values: low (poco), normal (normala) and high (alto). Next, the image depicts tha variable
tep that represents the waiting time in the queue with three values too. Finally and closed by
rectangles are the actions that the system selects, these are the following: eliminate a cashier
(quitar), continue (seguir) and add a cashier (agregar). So, this Figure depicts the set of rules
that the controller selects, during the operation of the queue system and during a planning
horizon. For example, if the controller observes that the value of the npc variable is normal
(normalp) and the value of the nca variable is normal (normala) and the waiting time in queue
is low (poco), then the selected action is continue (seguir).
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antonio@antonio-laptop: ~/Desktop/testitest/bin/Debug$ /ftest ~/Desktop/spudd-
3.5.3/Spudd/bin/linux/SPUDD-OPTDual. ADD 20 2

Variables del sistema:

npc(values). O-poco 1-normalp 2-alto
nca(values). O-poco 1-normala 2-alto
tep(values). 0O-poco 1-normal 2Z-mucho

Consultando politica con:
npc(value). alto

nca(value). poco
tep(value). mucho

ACCION SUGERIDA: agregar

antonio@antonio-laptop: ~/Desktop/testitest/bin/Debug$ ./test ~/Desktop/spudd
3.5.3/8pudd/bin/linux/SPUDD-OPTDual ADD 2 2 2

Variables del sistema:

npc(values). O-poco 1-normalp 2-alto
nca(values). O-poco 1-normala 2-alto
tep(values). 0O-poco 1-normal 2-mucho

Consultando politica con:
npc(value). alto

nca(value). alto
tep(value). mucho

ACCION SUGERIDA: seguir

(b)

Figure 21. Test of the controller: (a) illustrates when the action add a cashier is suggested, this
is selected with the combination of npc = high, nca = low and tep = high. In (b) the accion
continue is selected with the combination npc = high, nca = high and tep = high.
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6 Related work

The optimal design of queues as a static problem has been studied formally as an optimization problem
by some researchers. The earliest queueing design model may be due to Brigham [5]. He was concerned
with the optimum number of clerks to place behind tool crib counters in plants belonging to the Boeing
airline company. Using an M/M/c model [15], and using a linear total cost function, he presented curves
showing the optimal c as a function of the system performance (p) and the ratio of customers waiting cost
to clerk idle cost. Morse [4] considered several economic models: an M/M/1 model for ships arriving at a
harbor with a single dock, an M/M/1/K with lost customers, an M/M/c/c model with impatient customers,
and some machine-repair problems. In all models he seeks the optimal service rate. He solves the first two
models using simple calculus and presents for the third model a graph where, for a given A, u, and ratio
of the service cost to profit per customer, the optimal ¢ can be found. Hillier [6], considers three general
classes of models, the first dealing with optimizing c, the second dealing with optimizing both A and c,
and the third dealing with optimizing i and c. Linear cost functions are built for each model. Many of
Morse models turn out to be special cases of one of these classes. Winston [30] considers an exponential
queueing system with several removable servers. The operator of the system wishes to choose the num-
ber of servers in operation so as to minimize the expected discounted cost incurred over a finite or infinite
horizon. Using both discrete-time and continuous-time Markov decision processes, the author derives the
conditions under which the number of servers in operation is a non-decreasing function of the number of
customers in the system. Grassman et al. [7] address the problem of choosing the optimal rate for a one-
server queue with state-dependent arrivals in an M/G/1 system, given that the service rate u can be adjusted
continuously. Probabilities after departure are linked to random time probabilities by use of Bayes’ theorem.

As we said before, the optimal control of a queueing system is to determine when and how to change
arrival or service rates to optimize some objective function. Most of the times, this corresponds to determine
queue levels at which service should start or stop. The optimal control of queues has been the subject of nu-
merous research papers. We will not be concerned with the theory of controllable queueing systems which
involve the control of admission, servicing, routing and scheduling jobs in queues and networks. Rather,
we will restrict ourselves to research whose objective is to find the optimal operating policy, that is rules for
turning the server on and off that result in the lowest long-run cost. A stationary policy is defined as one
that always prescribes the same action whenever the system is in a given state. In the beginning, a series of
models concerned with varying the service rate of the system according to the number of customers in the
queue were treated in the literature. The following papers are examples of such models.

The earliest model of this type may be that of Romani [9]. He considers a policy where, if the queue
builds up to a certain critical value, additional servers are added as new arrivals come, thus preventing the
queue from ever exceeding the critical value. Servers are then removed when they finish service and no one
is waiting in the queue. Crabill [10] considers an M/M/1 queue with k (finite) possible service rates. The
cost structure considered comprises costs associated with each service rate and a cost associated with the
state of the system. Crabill proves that the optimal policy that minimizes the long-run average cost rate is
characterized completely by k—1 numbers and that the optimal service rate is nondecreasing in the state
of the system. Of particular interest among stationary policies are the threshold (or control limit) policies,
which turn the server on only when the queueing process is equal to or larger than a given value, and turns the
server off when the queue is empty. Optimality of threshold policies has been shown by many researchers
like as Kella [11] and Piunovskiy [12].
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Daria et al, integrates constraint programming and queueing theory to solve the problem of switching
workers between two rooms depending on demand, They assume stochastic customer arrival and service
times, and using a smallest-cost combination of cross-trained and specialized workers, obtain a policy for
switching the cross-trained workers between the rooms, which satisfies constraints on the expected customer
waiting time and expected number of workers in the back room. Anther work related with the switching of
workers was realized by Berman et al [14], who assume that only cross-trained workers can be hired by the
facility. The objective of Berman et al. is to determine when to switch workers between two rooms, so that
expected customer waiting time is minimized, but the requirement on the minimum number of back room
workers is met (this case is known as the problem P1). In another situation (problem P2), the goal is to find
the minimum number of cross-trained workers such that a switching policy exists to meet constraints on the
expected customer waiting time and on the expected number of back room workers. Berman et al [14] pro-
pose two heuristics, also called P1 and P2, for solving these problems. Liao [8] implements a creative and
effective approach to formulate waiting cost including balking loss and reneging loss. Using the estimation
of waiting cost allows decision maker to have the capability of determining the optimal number of servers
for each planning period by minimizing the total cost including the service cost and the waiting cost.

In this work we approached two problems: the queue design and service control, generally and as we ob-
served in related works, these problems are approached by separated, and only a few works are approached
together. Our designed system offered an structured and overall solution based on minimum total cost
(cashier cost + waiting cost), we determinated the optimal number of cashiers that should be attending in
one supermarket setting and how this cashiers should be selected during a planning horizon (what action
should be taken in a particular state of the queue). For reach this, we based our work in two powerful tech-
niques: queueing theory and decision theory. The optimal policy construction is based on Factored MDP’s.

7 Conclusions and future work

At the moment we have obtained some interesting findings from our work, the most important are listed
below:

e We presented the design of a simulator for the queue supermarket joined with a controller based
in Factored Markov decision process (FMDPs), for optimizing the supermarket service. The de-
signed system selects the optimal number of cashiers in a planning period, this decision is based on
minimum—cost approach. For getting the proposed system we integrated two powerful techniques:
queueing theory and decision theory. In particular, queueing theory addressed problems related to
the optimal design and control of queues and joined with decision theory, allowed us to determine
how to assign cashiers in the supermarket queue model, while some parameters are varying and some
measure of system performance is optimum.

e We provided experimental evidence illustrating that the performance of the simulated model was
according with the mathematical counterpart, and the actions selected by the controller were according
the optimal policy constructed by Spudd.

Future directions.
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‘We now outline some directions for future.

e Partially observable Markov decision process (POMDP). We have assumed that the underlying super-

market queue planning problem is fully observable, but in more general formulations, the controller
may be able to make noisy observations about the world, for example, using vision sensors. Then, such
planning problem can be formulated as a partially observable Markov decision process (POMDP).

Reinforcement learning (RL). RL is a model-free approach, that is, it attempts to obtain successful
policies without explicitly building a model of the environment. Model-free algorithms do not need
to make strong assumptions about the underlying structure of the world. Unfortunately, as no model
of the world is maintained, it is often dif?cult to bound the quality of the current solution, or design
effective exploration strategies. Model-based approaches, on the other hand, build a parametric model
of the world and use this model to explore the environment effectively . Furthermore, if the model
parameterization is a good approximation of the underlying world, then model-based methods can be
very effective. An interesting future direction is to apply this learning approach assuming that the
underlying system can be modelled by a POMDP.
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